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ABSTRACT

A 2-partition of a graph G is a function f: V(G) — {0,1}. A 2-partition
f of a graph G is a locally-balanced with a closed neighborhood if for every
veV(G), I[l{u€Ng[v]: f(w) =0} - {ueNg[v]: fw) =1} <1,
where N;[v] = Ng(v) U {v}. In this paper we prove that the problem of
the existence of locally-balanced 2-partition with a closed neighborhood is
NP-complete for some restricted classes of graphs. In particular, we show
that the problem of deciding if a given graph has a locally-balanced 2-
partition with a closed neighborhood is NP-complete even for subcubic
bipartite graphs and odd graphs with maximum degree 3.

Keywords: Locally-balanced 2-partition, NP-completeness, bipartite
graph, subcubic bipartite graph, odd graph.
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Introduction

In this paper all graphs are finite, undirected, and have no loops or
multiple edges. Let V(G) and E(G) denote the sets of vertices and edges of
a graph G, respectively. The set of neighbors of a vertex v in G is denoted
by N;(v). Let Ng[v] = Ng(v) U {v}. The degree of a vertex v € V(G) is
denoted by d;(v) and the maximum degree of vertices in G by 4(G). A
graph G is odd if the degree of every vertex of G is odd. The terms and
concepts that we do not define can be found in [1,2].

The concept of locally-balanced 2-partition of graphs was introduced
by Balikyan and Kamalian [3] in 2005. Locally-balanced 2-partitions of
graphs can be considered as a special case of equitable colorings of
hypergraphs [4]. Berge [4] obtained some sufficient conditions for the
existence of equitable colorings of hypergraphs. Ghouila-Houri [5]
characterized unimodular hypergraphs in terms of partial equitable
colorings and proved that a hypergraph H = (V,E) is unimodular if and
only if for each V, € V there is a 2-coloring a:V, = {0,1} such that for
every e€E, |lena *(0)]—]lena (D] <1. In [6-9], it was
considered the problems of the existence and construction of proper vertex-
coloring of a graph for which the number of vertices in any two color classes
differ by at most one. In [10], 2-vertex-colorings of graphs were considered
for which each vertex is adjacent to the same number of vertices of every
color. In particular, Kratochvil [10] proved that the problem of the existence
of such a coloring is NP-complete even for the (2p, 2q)-biregular (p,q =
2) bipartite graphs. Moreover, he also showed that the problem of the
existence of the aforementioned coloring for the (2,2q)-biregular (q = 2)
bipartite graphs can be solved in polynomial time. Gerber and Kobler
[11,12] suggested to consider the problem of deciding if a given graph has
a 2-partition with nonempty parts such that each vertex has at least as many
neighbors in its part as in the other part. In [13], it was proved that the
problem is NP-complete. In [3], Balikyan and Kamalian proved that the
problem of existence of locally-balanced 2-partition with an open
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neighborhood of bipartite graphs with maximum degree 3 is NP-complete.
In 2006, they also proved [14] that the problem of existence of locally-
balanced 2-partition with an closed neighborhood of bipartite graphs with
maximum degree 4 is NP complete. In [15,16], the necessary and sufficient
conditions for the existence of locally-balanced 2-partitions of trees were
obtained. In [17], Balikyan obtained the necessary and sufficient conditions
for the existence of locally-balanced 2-partitions of bipartite cactus graphs.
In [18], Gharibyan and Petrosyan obtained the necessary and sufficient
conditions for the existence of locally-balanced 2-partitions of complete
multipartite graphs. Recently, Gharibyan [19] studied locally-balanced 2-
partitions of even and odd graphs. In particular, he gave necessary
conditions for the existence of locally-balanced 2-partitions of these graphs.

In the present paper we study the complexity of the problem of the
existence of locally-balanced 2-partition with a closed neighborhood of
graphs. In particular, we prove that the problem of deciding if a given graph
has a locally-balanced 2-partition with a closed neighborhood is NP-
complete even for subcubic bipartite graphs and odd graphs with maximum
degree 3.

Main Results

Before we formulate and prove our main results, we introduce some
terminology and notation. If ¢ is a 2-partition of a graph G and v € V(G),
then define #[v], and ¢*(v) as follows:

#[v]p = [{u € Ng[v]: @(u) = 1} — [{u € Ng[v]: @(w) = 0}],
-1, 1 v) =0,
o= {7y i; q()p((v)) -1
If F is a graph and {v,, ..., v} € V(F), then we call a graph F <
vy, ..., U > reduction element with an input set {v, ..., v }.
For a reduction element F < vy, ..., v, > and a graph H, we define a
new graph G = (F < vy, ..., v > U H)g as follows:
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V(G) = V(F)U V(H),
E(G) = E(F)U E(H) U E',

where E' € {uv: v e\{v,, .. v, L u € V(H)}.

We denote by V = {xy, ..., x,,} a finite set of variables. A literal is
either a variable x or a negated variable x. We denote by L, = {x,x:x €
I} the set of literals. A clauseis a set of literals, i.c., a subset of Ly, and a
k-clause is one which contains exactly k distinct literals. A clause is
monotone if all of its involved variables contain no negations.

We define a function NAE,: {0,1}"* — {0,1} in the following way:

0,if xy = x, =+ = Xxp,

NAEn (31, Xz, 0, %n) = {1 otherwise.

If ¢ is a monotone k-clause and x; , X;,, .., X;, € ¢, then define NAE(c) as

follows:
NAE(¢) = NAE, (x,, Xy e Xi) )

Let us now consider the following.
Problem 1 (NAE-3-Sat-E4)

Instance: Given a set V = {x4, ..., x,,} of variables and a collection
C ={c;, ..., cx} of monotone 3-clauses over V such that every variable
appears in exactly four clauses,

Question: Is  f(xq,..,x,) = NAE;(c;)& - &NAE5(c,) formula
satisfiable?

The following was proved.

Theorem 1. ([20]). Problem 1 is NP-complete.
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Lemma 2. If ¢ is a locally-balanced 2-partition with a closed
neighbourhood of graph G = (V, E), then forevery v € V(G) withd;(v) =
1, o(u) # @(v),where uv € E(G).

Proof. Suppose ¢ is a locally-balanced 2-partition with a closed
neighbourhood of G. Let us consider a vertex v € V(G), where d;(v) = 1,
then

#[v], = 0= [{w:u € Ng[v] and ¢ (u) = 1} — {u:u € Ng[v] and
@(u) = 0}], hence |[{u: u € N;[v] and ¢(u) = 1} = {u: u € N;[v]
and ¢(u) = 0}],
which implies that @ (v) # ¢@(u).
Let us define a graph F; as follows

» @

Us

N

Vg

he
@

Fig. 1. Thegraph F;.

Lemma 3. If graph F; has ¢ locally-balanced 2-partition with a
closed neighbourhood, then ¢@(v;) = ¢(v;) =¢@Ws)=¢@(vs) and

PW3) = @Wy) =1 —@(vy).

Proof. Suppose ¢ is a locally-balanced 2-partition with a closed
neighbourhood of G. By Lemma 2, we obtain
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@(s) # @(vs),
P (e) # @ (va).
Hence

p(Ws) = @ (ve). (1)

Since d;(v,) is odd and ¢ is a locally-balanced 2-partition with a
closed neighbourhood, we obtain #[v,], = 0. From this and taking into

account (1), we have
Py = @(v3) # p(Vs). (2)

Using the same assumption for v3 and taking into account (2), we get
p(1) = @(v2) # @(v3).

For i € N, let us define F/ graph as follows:

A at " ] " .
Yis Ve Y7 Yis Yig Va0

i i i i
Uy Uyg ] Usy Uyy

-

1 i

P b ol

: : 2

Fig. 2. The graph F}.
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Lemma 4. If graph G = (F} < pi, pb, pi, pi >U H) has ¢ locally-

balanced 2-partition with a closed neighbourhood, then @ (p) = @(p)) =

(%) = p(ph).

Proof. Suppose ¢ is a locally-balanced 2-partition with a closed

neighbourhood of G. Without loss of generality we may assume that

@(u}) = 1. By Lemma 3, we obtain
puz) = o) =1,

p(v}) = i) = p(pi) = ph) = 0.

By Lemma 2 and taking into account (3), we have
p(us) =1-v5) = 1.
From (3) and (4), we get
9(vi3) = @(v§) = 0.
By Lemma 2 and taking into account (5), we get
p(uiz) = 1— i) = 1.
By Lemma 3 and (6), we have
f/’(uis) ='(p(u§6) = 1,
P (v1s) = @(vie) = @(v31) = 0.
By Lemma 3 and taking into account (7), we obtain
P (ui7) = p(uig) = 1.
¢(vi7) = ¢(v1g) = @(vzz) = 0.
By Lemma 3 and (8), we have

‘P(uir;) = ‘P(uéo) =1,

(P(VLL) = ‘P(V{9) = ‘P(Uéo) = 0.

From (7) and (8), we get
@(v31) = @(vip) = 0.

By Lemma 2 and taking into account (10), we obtain

‘P(uio) =1- ‘P(vi.o) =L

(3)

(4)

(5)

(6)

()

(8)

)

(10)

(11)
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By Lemma 3 and taking into account (11), we obtain
puy) = oi) =1,
P3) = ¢(vy) = @(p3) = 0.
From (8) and (9), we get
@(vi1) = @(v5;) = 0.
By Lemma 2 and taking into account (13), we have
pui) =1- i) = 1.
By Lemma 3 and (14), we obtain
o) = () = 1,
p(vs) = ¢(ve) = ¢(p3) = 0.
By Lemma 2 and (9), we have
P(uis) =1 - @i, = 1.
From (9) and (16), we get
@ (vi;) = @(vis) = 0.
By Lemma 2 and (17), we have
P(uiz) =1 - i) = 1.
By Lemma 3 and taking into account (18), we obtain
o) = p(ub) = 1,
@(v7) = @(vg) = ¢(ps) = 0.
By (3), (12), (15) and (19), we have
(1) = e(P3) = e(¥3) = ¢(pi) = 0.

From the proof of Lemma 4, it follows the following result.

(12)

(13)

(14)

(15)

(16)

(17)

(18)

(19)

Lemma 5. If ¢ is a 2-partition of agraph G = (Fi < pi, pi, ps, pi >
UH)g, ¢(@)) = o)) (1<j<4,1<1<22)and () =1 - ¢(p})
(1< <20), then #[v}], =0 (1 </ < 22), #[u], =0 (1 <j < 20)

and #[p]i'](l’ = ZWE{a:ap;'-eE’}(p* (W) (1 Sj < 4)-
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Problem 2.

Instance: A bipartite graph G with A(G) = 3.

Question: Does G has a locally-balanced 2-partition with a closed
neighbourhood?

Theorem 6. Problem 2is NP-complete.

Proof. It is easy to see that Problem 4 is NP-complete since a
nondeterministic algorithm need only guess a 2-partition of vertices and for
each vertex of graph check in polynomial time whether its closed
neighbourhood is locally-balanced. For the proof of the NP-completeness,
we show a reduction from Problem 1 to Problem 4. Let 7 = (V, C) be an
instance of Problem 1. We must construct a bipartite graph G, such that G
has a locally-balanced 2-partition with a closed neighbourhood if and only
if f(xq1,..,%x,) = NAE3(c;) & -+ & NAE;(cy) formula is satisfiable. Let
us construct a graph G in such a way:

n
@ = (v ot <ptrbodt ) ) s

=1

EG)={(pl,q):1<i<nl1<j<kx €q

and it is x;’s t-th appearance in the formula}.

It is not hard to see that the graph G can be constructed from V and C
in polynomial time, since we used only 46n + k vertices. Clearly G is a
bipartite graph. Since each clause contains exactly three distinct literals and
A(FE < pt,ph,pt,pl >) = 3, we have 4(G) = 3. Suppose (B4, ..., ) is a
true assignment of f (x4, ..., x,). We show that G has locally-balanced 2-
partition with a closed neighbourhood. Let us define a 2-partition ¢ of G by
two steps as follows:
1. Forany € V(F} < pi,ps, ph,pl >) (1 <i <n),
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Bi, if W=pli, where1l <1 <4,
o(w) = Bi, if w=v!, wherel<I<22,
1-p, if quf, where1l <1 < 20.

2.Forany q; e V(G) (1 <i<k),

pad==- ) ¢ W)

WENG(q;)

Let us show, that ¢ is a locally-balanced 2-partition with a closed

neighbourhood. First, let us consider vertices of a subgraph F} <

phLpLphph > (1 <i<n).

Let us consider three cases:

Casel: v} € V(G) (1 <1 <22)

By definition of ¢ and Lemma 5, we obtain
#[v{], = 0.

Case2:ul € V(G) (1 <1 <20)

By definition of ¢ and Lemma 5, we have
#[uj], = 0.

Case3:pl €V(G) (1<1<4)

By definition of ¢, Lemma 5 and taking into account, that vertex p}

has only one neighbour outside of subgraph Fi < pi, pi, pi, pl >, we get

|#[pli]<p| <L

Now, let us consider the remaining vertices. Letq; € V(G) (1 <i <

k). By definition of ¢, we get

»*(q) = — z o*(w),

WENG(q;)

which implies that
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#Hady=— Y o'W+ > @ W)=0.

WENG(qi) WENG(qi)

Conversely, suppose that « is a locally-balanced 2-partition with an
open neighbourhood of G. By Lemma 4 we have a(p}) = a(pl) =
a(p}) = a(pl). Let us define an assignment of f(xy, ..., x,) as follows:
xi=a@l) 1<i<n). Let ;€C (1<i<k) and ¢; = {x;,x;,,%;,}.
From this and taking into account that |#(q;),| < 1, a(p}) = a(pl) =
a(p}) = a(p}) and d;(q;) = 3, we obtain

NAE;(xj,, xj,,x;,) = 1,
which implies that f (x4, ..., x,,) is satisfiable.

Fil,ll,iz,lz,ig,l3
3

For iy, 14,15, 15,135,153 € N, let us define a graph as follows:

11 iy 13

Fig. 3. Thegraph F3i1'11'i2'l2'i3'l3.

Problem 3.

Instance: An odd graph G with A(G) = 3.

Question: Does G has a locally-balanced 2-partition with a closed
neighbourhood?
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Theorem 7. Problem 3 is NP-complete.

Proof. It is easy to see that Problem 5 is NP-complete since a
nondeterministic algorithm need only guess a 2-partition of vertices and for
each vertex of graph check in polynomial time whether its closed
neighbourhood is locally-balanced. For the proof of the NP-completeness,
we show a reduction from Problem 1 to Problem 5. Let 7 = (V, C) be an
instance of Problem 1. We must construct an odd graph G such that G has a
locally-balanced 2-partition with a closed neighbourhood if and only if
f(xq, ..., x,) = NAE3(c;) &+ & NAE;(cy) formula is satisfiable. Let us
construct a graph G in such a way:

n
@ = (v ot <pbrtotort )@

=1
U{w: € V(F3ll‘ll'lz’lz'l3’lg), where ¢; = {xil, Xiy» xis}
and itis x; ’s l;-th, x; s [-th and x;.’s [5-th
appearances in the formula, 1 < j < k},
i i i3 iy iy iy iy i3 i i1,l1,iz)00,03.1
E(G) ={e,qjpi;, 4;P1;, 4P Vi, D1y Vi, Py Vi, Py € € E(B™122),
where ¢; = {x;,,x;,,%;, } and it is x; ’s l;-th, x; s [;-th and x;.’s [5-th

n
i=

appearances in the formula, 1 < j < k} U ( E (Fi < pi,ph,pi, vk >)>.
1
The graph G has 46n + 10k vertices, so it can be constructed from V

and C in polynomial time. Clearly, G is a bipartite graph. Since each clause
contains exactly three distinct literals, A(F} < pi,pi,ps, pk>) =3,
A(F3i1'll’i2’lz’i3’13) = 3 and by the construction of G, we have 4(G) = 3.
Suppose (B4, ..., fr) 1s a true assignment of f (x4, ..., x,). We show that G
has locally-balanced 2-partition with a closed neighbourhood. Let us define
a 2-partition ¢ of G by three steps as follows:

1. Forany w € V(F} < pi,ps,pipi>) (1 <i<n)
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Bi, if w=p!, wherel<Il<4,
pw) = Bi, if w=7v!, wherel<l<22,
1—p;, if w=ul, wherel<1<20.

2. Forany q; €eV(G) (1 <i<k)
a=- ) o w.
WENG(q;)
3. For any w € V(EX'V22535) (1 < iy iy, i <, 1 < 1, 1, 1 < 4)

11—, if w= yli: and plittqj EE(G),wherel <t<3, 1<j<k,
p(w) = (), if w= zlltt and pli:qj EE(G),wherel <t<3, 1<j<k,
1-— (p(plit‘), if w= bll: and pli:qj EE(G),wherel <t<3, 1<j<k.

Let us show that ¢ is a locally-balanced 2-partition with a closed
neighbourhood. First, let us consider vertices of a subgraph Fi <

pLpLpsphi> (1 <i<n).
Let us consider three cases.

Casel:Let vl € V(G) (1 <1<22)
By definition of ¢ and Lemma 5, we have

#[v{], = 0.

Case2: Let ul € V(G) (1 <1 <20)
By definition of ¢ and Lemma 5, we get

#[u{](p = 0.

Case 3: Let p{ € V(G) and (p},q;) EE(G) (1 <1< 4)

By definition of ¢ and Lemma 5, we obtain
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#[pil, = (@) + " (y)) = 0.

Now, let q; € V(G) (1 < i < k). By definition of ¢, we get
pad=- ) o'W

WENG(q:)
which implies that

Haly=— ) o'W+ Y ¢ w)=0.  (20)

WENG(q;) WEN(q;)

Finally, let us consider vertices of a subgraph F311,11,12,12,13,13 (1<iy,ip03 <
n, 1 <1,1,,15 < 4). Let us consider three cases.

Case A: Let z{tf € V(F;l’ll’iz’lz’i3’l3) and plittqj EEWG) 1<t<3)
By definition of ¢, we get
#(2,, = 0 () + 009 = 9 (q)) + (—9*(q))) = 0.
Case B: Let ylitt € V(F3i1’ll’i2’lz’i3‘l3) and plitqu EEG)(1<t<3)
By definition of ¢, we obtain
#,1p = 00 + 0* () + 0" (0,1 + 97 (b’
=—0'(q) +0"(q) + ") + (" () = 0.
Case C: Let by’ € V(F*'"'*"*5) and p)'q; € E(G) (1 < t < 3)
By definition of ¢ and (20), we have
#[b'p = 0" (b)) + 0" (b2) + 9" (b2) + 9" ()
=—0"() — 9" 02) — " () — @ (q)) = —#[q;], = 0.
Conversely, suppose that a is a locally-balanced 2-partition with an

open neighbourhood of G. By Lemma 4, we have a(p!) = a(p)) =
a(pt) = a(p}). Let us define an assignment of f(xy, ..., x,) as follows:
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xi=a@) (1<i<n). Letg€C (1<i<k)and ¢; = {xj,, %, x;, }.

From this and taking into account that |#(q;)| < 1, a(p}) = a(ps) =

a(pt) = a(p}) and d;(q;) = 3, we obtain

NAE3 (le, ij,Xj3) = 1,

which implies that f (x4, ..., x,,) is satisfiable.

10.

11.
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JABE NP-IIOJIHBIE 3AJJAYH O JIOKAJIBHO-
CBAJIAHCUPOBAHHBIX 2-PASBUEHUAX IT'PA®OB
A.TI. I'apuban
AHHOTALOUA

2-Pasbuenunem rpada G nassiaercst pyukumst f: V(G) — {0,1}. 2-Pa36uenue f

rpada G Ha3bIBAETCS JIOKATbHO-COATAHCUPOBAHHBIM C 3aKPHITOM OKPECTHOCTBIO, ECITH
s o060l Bepumabl v € V(G), ||{u € Ng[v]: f(w) =0} — [{u € Ng[v]: f(w) =
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1}|| < 1,rme Ng[v] = Ng(v) U {v}. B Hacrosieit paboTe 10Ka3aHo, 4To 3a1a4a Cy-
IIECTBOBAHHS JIOKAIBHO-COAIAHCUPOBAHHOTO 2-pa3OMEeHUs] C 3aKphITOH OKpecT-
HocTbo NP-1oniHa /11 HeKOTOpBIX KiiaccoB rpadoB. B yacTHOCTH, TOKa3aHO, 4TO 3a-
Jlava OIIpe/IeSIeHNs: MMeeT JIM JaHHbIH rpad JokaipHO-cOaTaHCHpOBaHHOE 2-pa3dne-
HUE C 3aKPbITOH OKPECTHOCTBIO, siBIsIeTCst NP-1osHO# B Kilacce CyOKyOUdIecKuX IBY-
JOJBHBIX TpagOB M HEUETHHIX rPpa)OB MAKCHMAIILHOH CTETICHH 3.
KoroueBble cjioBa: JoKanbHO-cOanaHcupoBaHHOE 2-pa3buenue, NP-moiaHo-

Ta, IBY OJIbHBIN Tpad, CyOKyOHUECKUI IBYIOJIBLHBIN Tpad, HEUeTHBIN Tpad.



22 Becmuuk PAY Ne 2, 2020, 22-35

YK 004.051 IToctynmna: 13.08.2020r.
Cnana Ha peuensuto: 17.08.2020r.
IToamucana k mewaru: 09.10.2020r.

POST-OCR CORRECTION OF ARMENIAN TEXTS
USING NEURAL NETWORKS

Sh.T. Tigranyan, T.G. Ghukasyan

Ivannikov Laboratory for System Programming at Russian-Armenian University,
Yerevan, Armenia

shtigranyan@ispras.ru, tsggukasyan@ispras.ru
ABSTRACT

In this work the problem of post-processing OCR errors for the
Armenian language is addressed. We employ a two-step approach to the
task: (i) OCR error detection via multilayer perceptron, and (ii) error
correction via a convolutional neural network-based sequence transducer.
The proposed post-processing methods allow to reduce word error rate of
Tesseract OCR by 23.5% on the articles of Soviet-Armenian
Encyclopedia, achieving results comparable to commercial solutions.

Keywords: OCR, postprocessing, machine learning.

1. Introduction

Optical character recognition (OCR) is the process of converting
handwritten, typewritten or printed text images into machine-readable text.
Due to various factors such poor image quality or inaccuracy of OCR tools,
a number of errors may occur at different stages of OCR, such as text
detection, word boundary detection, character segmentation, character
classification. The occurrence of such errors prevents OCR from correctly
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recognizing characters, causing spelling errors and obscuring the meaning
of the text. Therefore, in tasks where accuracy of textual information is
crucial, further post-processing of OCR results is needed before using them.

There are various tools that perform OCR of Armenian-language
texts, however few of them are freely available. Tesseract [1] is an open
source tool for OCR, which supports many languages, including Armenian.
The problem with Tesseract is that its performance declines steeply for low-
resolution images or texts with rare fonts, leading to a higher rate of text
recognition errors (e.g. ‘inkiiwlp’ instead of ‘inkuwlyp’; 'thnithg' instead
of 'thni1hg') in older texts. Manual post-OCR correction of texts requires a
lot of time and human resources, thus research is carried out in the direction
of automating that work. Considering the presence of a large number of
non-digitized literature and other textual resources, the creation of such a
tool is of great importance for the Armenian language. Therefore, in this
work we attempt to address that problem and explore methods of
automating the post-processing step. The proposed methods can be used for
the collection and analysis of textual information, in the development of
plagiarism detection systems, and computer linguistics.

Following [2], a paper dedicated to OCR post-processing for the
English language, we pursue a two-stage solution, developing a separate
model for detecting errors and then employing another model for correcting
them. In this work, we explored various algorithms both for error detection
and error correction task, with the focus on machine learning-based
approaches, given their success in related tasks [3][4]. The algorithms are
described in detail in Section 2, and Section 3 provides the results of the
experiments and their analysis.

2. Models

This section describes the post-processing pipeline for OCR texts.
OCR output is first pre-processed to remove line breaks and word wrapping,
then its tokens are classified to detect errors, and finally the detected errors
are corrected and replaced using an error correction method (Figure 1). The
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main tasks, error detection and error correction, are described in detail
below.

Figure 1. OCR output post-processing steps.

2.1. OCR error detection

The first task is to detect erroneous words among words recognized
by OCR. Common erroneous words contain letters of different registers
(e.g. ‘pnpPNLwyh’), extra spaces (e.g. ‘U L pnnw |j wm '), more than
one consecutive character ‘1’ (this character usually occurs only after
character ‘n’), misclassification of similar-looking characters (e.g. ‘ww-
wnbkpuqup’).

Dictionary lookup: As baseline solution for the first task dictionary
lookup was used. To implement this algorithm, a dictionary was built on the
basis of texts from the Armenian Wikipedia, news articles and fiction [5].
In this method, a token was considered erroneous if it was not present in the
dictionary and considered correct otherwise.

Naive Bayes: Using word unigram and character n-grams (n = 1, 2,
3) as features, we trained a multinomial Naive Bayes classifier' which
classifies a word being erroneous (1) or not (0).

MLP: To classify the words, we also trained MLP with two hidden
layers and 128 neurons in each layer. For MLP, the same features were used
as in Naive Bayes.

! https://scikit-learn.org/stable/modules/generated/sklearn.naive_bayes.MultinomialNB.html
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2.2. OCR error correction

The second task is the correction of the erroneous words detected in
the first task. We explored 3 methods for this task: a dictionary lookup
baseline based on Levenshtein distance, attentional encoder-decoder, and a
simpler convolutional neural network-based sequence transducer.

Dictionary Lookup: For this algorithm, we built a word-frequency
dictionary, using the same corpus as in error detection. For each erroneous
word, the algorithm performed the following steps:

1. The Levenshtein editing distance between this word and each word

in the dictionary was calculated.

2. The word with the minimum distance was returned as a correction;
if there were more than one such word, the most common word
was returned.

In addition, we also separately constructed and tested a word bigram-
based dictionary lookup. This was motivated by the presence of examples,
where the token was incorrectly separated by a space or the space was
missing between two tokens.

Sequence-to-sequence: We explored the possibility of using
Transformer [6], an attentional encoder-decoder model, to correct OCR
errors as sequence-to-sequence task. The input sequence were the characters
of the detected erroneous token, and the character sequence of its correction
were the output of the decoder. To implement and train the network, we
used OpenNMT-tf sequence learning toolkit [7]. The size of input and
output dictionaries was limited to 150 characters, with shared 32-
dimensional embeddings.

Rybak et al.: During experiments, as the initial results of Transformer
were unsatisfactory and also taking into account the time and resources
required for its proper hyperparameter tuning and training, we opted for a
simpler sequence transduction model based on a convolutional neural
network, using the architecture from [8]. Originally developed for
lemmatization, we thought [9] would also adapt well for this task,
considering the similar nature of them. In this model, each input erroneous
word was represented as a character-based word vector using a dilated
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convolutional neural network and a trainable word-level vector. To get the
final features, both word representations were concatenated and fed into
biLSTM. Dimensionality of the features was reduced with a single fully
connected layer (FCL). The output of the FCL was fed into the dilated CNN,
final layer of which computed the probabilities of one-hot encoded
characters of the corrected word.

The full list of the hyperparameters of neural networks is provided in
Appendix A.

3. Experiments

3.1. Dataset

As a dataset for this task, we used the scanned pages and their
transcriptions from the Armenian Soviet Encyclopedia?, available under the
digitization project held by Armenian Wikisource. The choice of this source
for the dataset was determined primarily by the availability of scanned
images of its articles and proofread and corrected versions of them. This
source was also fitting for our experiments, because of its old-fashioned font
and page structure which presented a challenge for OCR.

Recognized

Preprocessing

Line break deletion
Proofread 2 Word wraps deletion

Text 3 Character uniformization

Figure 2. Dataset generation scheme.

2 https://hy.wikisource.org/wiki/Guinkqnphw:Uppugpué_hunkpu
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To generate datasets for training and evaluation, we applied OCR to
the scanned images of the articles and aligned the output to the proofread
versions (Figure 2). In the first step of dataset generation, we extracted texts
from scanned images using Tesseract’ and then applied some pre-
processing.

During pre-processing, for each extracted text, the following changes
were made:

1. Line breaks deletion
Line breaks were deleted both in the original and recognized texts.
2. Word wrap removal
In accordance with the rules of word wrapping in Armenian, the letter
‘R’ may appear in a wrapped word. If the letter n appears before the
hyphen or the part of the word before the hyphen has the form (one or
more letters) n (consonant), then the letter n is also deleted, in other
cases the letter p remains since we have no information, whether this
letter was in word before word wrapping or not. For example, the
word ‘op-puigpp’ after word wrap deletion will have the following
form ‘opwtigpp’, the word ‘opp-pwih’ becomes ‘ppowtth’, and the
word ‘Utnnwhpnu-gnid’ becomes “‘Unwhpnugnid’.

3. Character uniformization

When extracting texts, the same punctuation mark can be extracted in

different forms. For example, a hyphen in different parts of the text

has a different length. All variants of the same mark were brought to
the same form using homoglyphs* library.

Then, to align the tokens in original and extracted texts we used git
diff terminal function. Based on the output of the function, we were able to
generate a dataset consisting of 2.2 million <OCR token; proofread token>
pairs (matching pairs were labeled with 1, and the rest with 0). Erroneous
samples comprised approximately 20% of the dataset. The dataset was
randomly divided into training (80%), validation (10%) and test (10%) sets,

3 https://pypi.org/project/pytesseract/
4 https://pypi.org/project/homoglyphs/
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so that the ratio of data by classes was maintained. The same split was used
across error detection and error correction tasks. For the latter, we employed
only the pairs that contained errors.

When training neural networks for the problem of error correction,
difficulties arose due to the presence of “hard” samples such as extracted
words whose originals were in a foreign language, tokens containing
numbers, punctuation error, words containing many letter errors. To
facilitate network learning, samples of the above types were either filtered
out or simplified. Neural networks were trained and validated only on this
cleaned set, but all models were tested on both cleaned and full sets.

3.2. Results and Discussion

Table 1.
Performance of Error Detection Models
Model Accuracy Precision  Recall F-1
Dictionary lookup  87.6% 69.5% 69.4% 69.4%
Naive Bayes 89.0% 73.3% 74.2% 73.8%
MLP 95.2% 95.8% 80.0% 87.5%

Error detection: To evaluate the performance of developed models
we used accuracy, precision, recall, and F-1. The results of the described
models for error detection task are provided in Table 1. Dictionary-based
baseline and Naive Bayes classifier demonstrated relatively lower
precision, which in the case of the former might be possible to improve
with expanded vocabulary.

The best result was achieved by MLP, which produced 95.8%
precision and 80.0% recall. This means that on average only 1 out of 20
predicted errors was actually error-free. Looking at the false negatives,
around 15% represented cases of a punctuation mark being misrecognized
as another (“.” instead of °,”), which the classifier failed to detect. Among
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the remaining false negatives, 36.6% were tokens containing uppercase
letters (e.g. ‘hLUUUYULNRE3NPY, ‘opfllp’, ‘Kmninp’ etc), some of
which could be captured with additional feature engineering. It should also
be noted that many of the misclassified tokens were correct words when
taken in isolation.

Table 2.
Performance of error correction models
Model Accuracy on cleaned Accuracy on full
test set test set
Dictionary lookup 22.00% 12.10%
Dictionary lookup (bigrams) 25.35% 13.81%
Rybak et al. 21.62% 17.48%

Error correction: Rybak et al. neural network produced the highest
accuracy overall on this task (Table 2). However, on cleaned example set,
its performance was matched (or in case of bigrams outperformed) by the
dictionary lookup baseline. After 20000 training steps, Transformer
managed to achieve only 6.95% development accuracy, after which the
training was discontinued.

On the full test set, the best result was 17.48%. To better understand
the cause of this seemingly low accuracy, we examined the test samples.
For over 35% of the test set, OCR token and its proofread version had a
Levenshtein distance higher than 5. For these samples, the error correction
accuracy was lower than 5% (Figure 3). It should be noted that many of the
samples contained numerous misrecognized characters and would be
challenging to correct even for human experts. Examples of such samples
from the test set are given in Table 3. Therefore, we believe the quality of
OCR has a serious limiting effect on the overall potential of post-processing
methods. Adding context information can potentially help with some of
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these examples, however effective mechanisms of encoding context would
be required.

Extracted word Original word
quinjpugiiidp qunnipugnidp

50 ulinunnunnipniip puliwnuwnnipniup
wigkgnnénipjudp wjqhgnpénipjudp
twhiuqubhty twhiuquihty
qpuibwdly Eiwty qpuhudbpbuwtu
<pudupybiiny Zpwdwpybkny
wnhnunplinhn wnhpnyplkphg
nnjhdbpe wnjhukpp
nunhnljqujunipjulyy pwnhnqqujunipmniup

? Levenshici edt distance ” wniitlyjiugunid wnwdtugunid
Figure 3. The accuracy of Rybak et al. Table 3. Examples of “ hard” samples.

error correction model based on edit
distance between OCR token and its
proofread version.

Comparison with other OCR tools: To analyze the effect of the
developed post-processing methods on the quality of text, on randomly
selected 100 articles we computed the average word-error rate (WER?)
between proofread text and OCR output before and after applying post-
processing. The combination of best performing models was used for post-
processing: MLP for error detection and Rybak et al. for error correction.
The average WER score without post-processing was 0.51, but with post-
processing it improved by 23.5%, decreasing to 0.39 on average. Figure 4
and 5 illustrate a sample OCR output before and after correction.

We also compared the results with several other OCR tools, both free
and commercial (Table 4).

5 https://en.wikipedia.org/wiki/Word_error_rate
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Table 4.

Performance of Tesseract with post-processing against other tools

OCR tool WER Access
Convertio 0.27 Commercial
ABBYY FineReader 0.54 Commercial
Google Docs 1.10 Free
Tesseract 0.51 Free
Tesseract + post-processing 0.39 Free

With the developed post-processing methods, Tesseract achieved the

highest score, except for a commercial product Convertio®. It is worth

noting that even without post-processing, Tesseract was able to match the

word-error rate of a commercial product like ABBYY FineReader’. The

result of Google Docs® OCR was surprisingly low, and a closer look at its

output revealed that the low score was caused by its inability to read text

columns correctly.

Zwykpp (34 plunwbihp ) qunpl) & Epgpoudh quujwnh
‘Lnpokl gyninhg, 1830-hti : U. Ywpphiyul
OQULSAPLN , punup Ipuguljut UUZ
Onujunipnjh opowtnd , Uks Und{uuh hwpwdught
twhiwnubipnud , Lnipwjhuhg 12 Yu hyniupu-
wpldnuwnp : 17 hq. pl. (1974 ) : Pujukninghwljui
wnnnowpuwi k : fnidhs vheongubipp tiwp (32-396) .
Py hwipuyiugjws , pnunnughtt wnpynipubip b’
wqgnunh pupdp wupnibwlnipyudp : poidymd B
hnnbph, ...

01U04,0 1§ wd, gyniy Upldnyub Zuywunwh
Phpthuh Jhraytiph pwp qujuenud, utw (£
hjnuuhu-wpbdunywb wihht : 1909-ht nibkp 60 ninth (
496 onity ) huy phwalhy : Qpunynud Eh
Epypugnpsnipyudp b whwubwywhnpyudp : Diibp
Eytntgh (U . Btnnnpnu ) b Jupdwpuwi: ...

© https://convertio.co/
7 https://www.abbyy.com/ru/finereader/
8 https://docs.google.com/

Zwybpp (34 pinabhp ) qunply ko Epgpouth quijunh
‘Lnpokl gyninhg, 1830-hti : U. Ywpphiyui
ONULSNRRN , punup Ypuguljui UUZ Onujnnipngh
opowtinid , Uks Unjwuh hwpwjuiht twhiwbribpood
, Lnipuyhuhg 12 Yu hyntuhu-wpluninp : 17 hq. pu. (1974
) : Pujutininghwljut wnnnowpwi k : Anidhy dhgngubpp
wnuwp (32 - 396 ) . pniy) hwipuytwgws , punnuught
wnpnipbkph ki ' wqnunh pupdp wwpnibwlnipjundp :
pnidynud kb hnnbiph, ...

01UY, 0§ wd, gyniy Upldnyub Zujuwuwnwh
Phprhuh Jhyuybph Mjupe qujuenud, Twbw 1&h
hjntupu-wpldnyub wihh : 1909-ht nitbp 60 b (496
ontly ) hwy piwhs : Qpunymud kh tppugnpdmpjudp
b whwubwwwhnipyudp : Qiikp Eikntkgh (U .
Ptnynpnu ) b Jupdwpub: ...

0108, hmguqgh b phpkntwswnunp pnyubph snp
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0108, hmguqgh b phptrtwswnuynp pnyubph snp
gnnniup , np fund £ hwuntbwgus ubipdp fud ’ niunp
htinwgulinig htiinn : Oquugnpdynid knputu Yhp :
Lhunud ki wpimiuguit b quphwbiuiguitn, hwguiqgh
nt phphpiwdwunjun]np nwppkp nkuwyh pogubiph (
gnplkitth . qupnt , ighwwnwgnphith , mwpkjwih ,
Jupuwlh , unjuyh bt ) O-ubip : O-h phu. Juqup b
ubilipupupnipmniip juhjws Eu pnyuh whuwljhg.
Y1hduyhg , honhg,, wuhywiudwh Fdudljtnhg b wy
wuydwltbphg : 0. wuwpnibwynud k pwwn phy
wpnukht, fupy , hwipught ynphp b
Jhwwdhbubp. vwljuyt hwpniun £ punubpwiynipng
(SS - 282) : O-h ubinupupnipniut wykjughbint
tywnwlny wyt dpwlnid B juniunhly unnuyh,
shwiqus Yph , jupphnught prundh jnidniypubkpny b
onghfuwgnid puipdp upudwt il :

Figure 4. OCR output without post-
processing, with errorsdisplayed in blue.

gnnnitip , np damd £ hwumbugws ubpdp jud | munp
htnwugubinig htwnn : Ognugnpdynid £ npybu Yhp :
Lhunud kb wptwbwgut b qupiwbuguit , hwguqgh nu
phplntwswnjuynp nwpplp nbuwlh poyubph (
gnpkuh . qupnt, ighwywnwgnpkh , mupkluih ,
Jupuwlh , unjuyh bt ) O-ukip : O-h phu. juqup b
uliinupupnipniip juhdws ki poguh nbuwlhg,
hduyhg, hnnhg , wwhwywidwh Gunlljinhg b wyp
wuydwbbphg : 0. wupnitwlnud £ own phy wypnnkht,
Lupy , hwpught Wyniphp b Jhnwdhbubp , vwlugh
hwpniun | punubipuiynipny (SS - 282) : O-h
ullipwpupnipniit wkjugubnt tyuwwnwlng wyn
Upwlnid Eu uniunhlj unnuyh , shwaiqus Yph,
Yupphnuyht gpidp nisnypltpny b pngkuwpnud pupdp
Kupdw il :

Figure 5. OCR output after post-processing,
with undetected errors displayed in blue
and detected but wrongly corrected errors
inpurple.

Table 5.

The hyperparameters of the MLP model used in error detection task.

Hyperparameter Value
optimizer batch size 64
optimizer Adam
betal 0.9
beta2 0.999
epsilon le-7
learning rate 0.01
number of hidden layers 2
hidden layers’ activation function ReLU
number of units in hidden layers 128
number of units in output layer 1
output layer’s activation function Sigmoid
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Table 6.

The hyperparameters of the encoder-decoder neural network
used in error correction task.

Hyperparameter Value
optimizer batch size 4
optimizer Adam
betal 0.8
beta2 0.998
train_steps 20000
learning rate 0.01
layers [“encoder” : {“layerl” : “Multi-head self-attention",
“layer2” : “Dense”, “number of units” : 32, “number of
heads in multi-head self-attention" : 8, “Dense inner
dimension” : 32, “dropout” : 0.1},
“decoder”: {“layerl” : “Multi-head self-attention", “layer2”
: "Dense”, “layer 3” : “Multi-head self-attention", “number
of units” : 32, “number of heads in multi-head self-attention"
: 8, “Dense inner dimension” : 32, “dropout” : 0.1 }]
dropout 0.3
input dictionary size 150
output dictionary size 150
embedding_size 32
maximum_features_length 30
maximum_labels_length 30

Table 7.

The hyperparameters of Rybak et al. neural network
used in error correction task.

Hyperparameter Value
optimizer batch size 100
optimizer Adam
betal 0.9
beta2 0.9
epsilon le-4
learning rate 0.002
layers default*
dropout 0.25
trained word-level embedding size 10

*https://github.com/360er0/COMBO
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4. Conclusion

In this work, we developed a two-stage post-processing solution for
rectifying OCR errors in Armenian-language texts. We implemented a
multilayer perceptron that with high precision detects OCR errors, and then
applied a convolutional neural network-based sequence transducer to
correct detected errors. The presented methods were tested on the articles
of Soviet-Armenian Encyclopedia, and helped reduce the word-error rate of
Tesseract OCR by 23.5%, outperforming some of the commercial products
available.
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INOCTOBPABOTKA OIIMBOK OCR B TEKCTAX HA APMSAHCKOM
SA3BIKE ITPA IOMOIII HEMPOHHBIX CETEN

1I. Tuzpanan, 1. I'ykacan
AHHOTALIUA

B nanHoIi Hay4HOIi cTaThe paccMaTpuBaeTcs npoodiieMa NocToOpabOTKU OIIU-
60k OCR 11 apMsHCKOTO A3bIKa. BT MPUMEHEH IBYXATAMHBIN MOIX0 K 3a1a4e: (1)
o0HapyXeHHe OMNOOK PacIio3HaBaHUS C IIOMOIIBI0 MHOTOCIIOWHOTO MEPCENTPOHa
(i1) ucpaBieHue OMKMOOK C MOMOIIBIO TPeodpa3oBaTes NoCIe10BaTeIbHOCTH Ha OC-
HOBE CBEPXTOYHOH HEHPOHHOM ceTu. [IpeiokeHHbIe METOIbI TOCTOOPaOOTKH ITO3BO-
JISIIOT YMEHBIINTH KOJIMYECTBO OMNOOK B CJIOBaX U3 cTaTed « ApPMSHCKON COBETCKOM
SHIMKIONEeIUN», pacnio3HaHHbIX Tesseract OCR, Ha 23.5%, mocturas pesysibTaTos,
CPaBHHMBIX ¢ KOMMEPUYECKUMHE PELICHISIMA TaHHOM 3a1aqm.

Kiiouessle ciioBa: OCR, noctoOpaboTka, MalimHHOE 00y4YeHHE.
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AHHOTAIUSA

B nanHOW Hay4yHOH CTaThe MCCIEAYETCs CHCTEMa HETMHEHHBIX OEeCcKo-
HEYHBIX anreOpandecknx ypaBHEHUH ¢ Matpuiiamu tuna Termia-I ankens.
VYkazaHHas clCTeMa BO3HHMKAET B INCKPETHBIX 3aJja4ax JUHAMUYECKOH Teo-
pHYU p-aIuvecKuX OTKPBITO-3aMKHYTBIX CTPYH. JloKa3pIBaeTcs CyIiecTBOBa-
HHE HETPUBUAJBHBIX HEOTPULIATENIbHBIX PEIICHUIN B MPOCTPAHCTBE OTPaHU-
YEHHBIX MOCIIeI0BaTeNIbHOCTEH. B KOHIIE paboThl MPUBOASATCS KOHKPETHEIC
TIPUMEPHI YKAa3aHHBIX CUCTEM, UMEIOIINE TIPIIIOKEHUS B TEOPUU P-aldec-
KHX CTPYH.

bub6auorpagus: 5 HauMeHOBaHUH.

KnrwudeBble ¢JI0Ba: HETWHEWHOCTh, BBIMTYKIOCTh, MaTpuia Ternuia-
I"ankenst, MOHOTOHHOCTb, UTEPALIUH.

§ 1. Beenenne u ¢GopMyJIMpOBKa OCHOBHOI'O pe3yJibTaTa

B nacrosimeit pabote uiccieayercs cleAyomas cucteMa OeCKOHe -
HBIX anreOpanyecKuX ypaBHEHUH ¢ MOHOTOHHOW WM BBITYKJIOH HENIWHEH-
HOCTBIO:
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Q(x,) = jf"zo(an_j — an+]-) Aixj, n€ Zt := N U {0} (1)

OTHOCHUTEIILHO MCKOMOTO OECKOHEYHOTO BEKTOpax = (Xq, X1, -, Xy, «-- ,)T,
(T — 3max TtpaHcnopTupoBaHusi). B cucreme (1) mnocnenoBarenb-
HOCTh {Q; }n=—co YIOBICTBOPSIET CIICAYIOUINUM YCIOBHSIM:

1) a; >0, i € Z,Y.52_o a; = 1 (ycioBre KOHCEPBATUBHOCTH),

2)a;yq < a; 1 =0,1,2,.. (ycioBue MOHOTOHHOCTH),

3)a; =a_;, j =0,1,2,...(ycnoBue CHMMETPUYHOCTH),

4) Xito ja; < +00 (YCIOBUE KOHEYHOCTH EPBOIO MOMEHTA).

IMocnesoBatensHoCTh {4;}72, 001aaeT CleayIOMUMU CBORCTBAMM:
a)A=1,j=012..,

b) Xio(4; — 1) < +oo.

Beenewm crnenyronryro BEJIMYHHY:

M= ayXizy (4 — 1) < +oo.

OyHKMg @ ONMMUCHIBAET HETUHEHHOCTh CUCTEMBI (1) U ymoBiIeTBO-
PSIET yCIIOBHSIM:

A) Q — Takas HenpepbiBHas onpeaenennas Ha RY := [0, c0) gpynkuus, uto
ypaBuenue Q(u) = (1 + M)u umeer peuienue B (0, o).

B) Q — MmonOTOHHO BO3pacrtaromas Ha otpeske [0, ], rae uucio & > 0 sB-
JISIETCSI IEPBBIM TTOJIOKUTEIbHBIM KopHeM ypaBHenus Q(u) = (1 + M)u.
C) Q — Beinykutas Buu3 (ynkuus Ha otpeske [0, &], mpuuem Q(0) = 0,

D) cymectByeT unciio 1 > 0 takoe,uro Q(n) = 1.

Cucrema (1), KpoMe 4HCTO TEOPETUYECKOTO HHTEPECA, UMEET IPUIIO-
KCHHUE B TUHAMHYCCKON TEOPUHU P-aIUICCKUX OTKPBITO-3aMKHYTHIX CTPYH
JUTSL CKAJISIPHOTO TTOJIst TaXUOHOB (cM. [1]—[3]). Takue cuctemMsl BCTpedaroT-
Csl TAaK)Ke B IMCKPETHBIX 3a7ja4axX B MaTeMaTuueckoi ounonoruu (cM. [4]). B
9YaCTHOM ClIy4ae, Kor/ia

A =1, (G =012..), Quw) =au” + (1 — a)u,
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rae a € (0,1], p > 2 — nederHoe uncio, cucrema (1) u ee AByMepHBIii aHa-
JIOT TIOCTATOYHO MOAPOOHO ObLT uccaenaoBad B padote [3]. Cnemyer oTme-
TUTh, YTO COOTBETCTBYIOLINI HEMPEPHIBHBIN aHAIOT JAaHHOW CUCTEMBI OBLI
uccieIoBaH B HefaBHel padore X.A. Xauatpsaa (cMm. [5]).

B nactosimiei crarbe npu ycioBusix 1)-4), a)-b) u A)-D) moxaxem
CYIIIECTBOBaHHE HETPUBUAIBHOTO HEOTPHLATEIHOTO U OTPAHUYEHHOTO
pemieHuss cucteMsl (1), a Takke HcclenyeM HEKOTOpble KaueCTBEHHbIE
CBOIICTBa MOCTPOCHHOTO pemieHusi. B koHIle paOoThl MPUBEAEM YaCTHBIE
npuMepsl GyHKIUU Q, UMEIOIUe MPUKIATHON XapaKTep.

OCHOBHBIM PE3yJIbTATOM HACTOSIICH PabOThI ABISETCS CIEAYIOIIEE:

Teopema. Ilpu ycrnosusx 1)—4),a),b) u A)—D) cucmema (1) obradaem
HeOMPUYAMENLHLIM HeMPUBUATLHBIM petueHuem X = (Xg, Xq, e, Xy, on )| 6
NPOCMPAHCMBE 02PAHUYEHHBIX NOCIe008aMeNbHOCHEl, NPUYem

X, <&,n =0,1,.... boree moeo,
Y=ol — x| < 400

§ 2. J/loka3aTrejibCTBO OCHOBHOIO pe3yJibTaTa
JlokazaTenbecTBO chopMyIMPOBAHHOHN BHINIE TEOPEMBI pa3o0beM Ha
CJIeTyIOIIME LIaru.
Wlar 1. Anpuopnsvie oyenxu. CHayana 3aMeTHM, 4YTO U3 yCIOBUM 2)—
3) cpasy cienyer, 4To
Ap_j = Apyjy N, j = 0,1,2, ..., (2)
C npyroii croponsl, u3 cBoicTB A)-D) QpyHkiuu @ BeITEKaeT CyLIECTBOBA-
Hue yncia € € (0,1) takoro, 4to GpyHKIHOHATBHOE ypaBHeHHEe Q (U) = gu
MMEET MOJIOKHUTEIBbHOE PEIIEHHUE 1), IPUUEM
Mo <7 <{. 3)
s puxkcupoBaHHOro g > 1 paccMOTpuM clieayrolee XapakTepHc-

TUYECKOE YPABHEHUE:!
) 1+max(aqy, €)
]= 2
OTHOCUTENbHO TiepemMeHHoM p > (. Tak kak B cuiny ycinoBus 1):

(4)
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0<ay,<l1, (5)
TO HETPYTHO POBEPUTH, YTO (PYHKIIUS
x(®) =32 _,aiqPVl-
YIOBJICTBOPSIET CIICIYIONIUM YCIOBHSIM:
e x € C(RY),

o X(O) _ 1—max2(a0, €)

o x(too) = lim ¥(p) =ao —

1+max(agy, &)
2

(6)

>0,

1+max(agy, €)

<0,
2

e ylHaR".

CrnenoBatenbHO, corytacHO Teopeme bonpnano-Komm, cymectByer
€IMHCTBEHHOE MOJIOKUTENIBHOE pPellieHue Py ypaBHeHus (4). B cuiy nemmbl
11 paboTsl [3] uMeeM ClIeTyIONTy 0 OIICHKY CHU3Y:

. i 1+max(ay, €)
F2o(@n_j — any )1 — q7P) =2 ————(

1—q7P"),
n=012... (1
OtmeTHM, uTo otieHka (7) OyaeT urpaTh BaXHYIO pOJib B HAIIMX JaJb-

HEHIIHNX pacCyxACHUsX.

1+max(ag, €)

Tak kak oueBUAHO & < <1, To B cuily YyCIIOBHH Ha

1+max(ag,s)

dynkmmo Q, ypasrenne Q(u) = .

OICHUSA U = 0, HUMCECT TAKIKC ITOJIOKUTCIILBHOC PCUICHUC {"0 — TaKo€, 4TO

U, KpoM€ TpHUBHUAJIBHOI'O pPE-

Mo <o <1 <%, ()
IIpU 3TOM
Qu) < Dy 4 € [0, ©)

Hlar I1. O6 oonoii scnomozamenvhoii cucmeme. Hapsiny ¢ cucremoit
(1), paccMOTpHUM CIIEAYIONIYIO CHCTEMY HEITMHEHHBIX O€CKOHEUHBIX anreo-

panyecKuX ypaBHEHUM:

Q(ty) = X%o(an—j — an+j)7j, n € Z*. (10)

OTHOCHTEIBHO HCKOMOI'0 OECKOHSUHOI'O BCKTOpPa
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T=(Tg, Ty o) Typp oo )1
Beenewm ciienyromme uTepauuu:
+1
ot *)=220(an-j—an+ )t nezt, "
D=, p=012,.

WNupykuueii o p ¢ npuMmeHeHueM oueHok (9), (7) u (2) MoKHO A0Ka3aTh,
4TO

T,(lp) ! op, (12)

t? > £(1—q7P"), ne T, p € T*. (13)
CHeﬂOBaTeHBHO, IIOCJICA0OBATCIBHOCTD 66CKOHC‘IHBIX BCKTOPOB
@), = (T(()p),‘[gp), ...,T,(lp), L p EZ*

UMeeT Mpees Ipu p — oo: gl_l;{)lo T,(lp) = T,,, IpUYEM

So(1—q™P") <t <7 (14)

Beuny nenpepbiBHOCTH QyHKIMK ( ABOMHOrO HepaBeHcTBa (14) u

ycnoBus 1), 3akiTroyaeM, 94To IPeIeIbHBIN BEKTOP YIOBIETBOPSIET CUCTEME
(10).

Nunykuuein Takxe MOXKHO ITPOBEPUTD, YTO

T,(lp) Tmon, p € Z . (15)
CHelIOBaTeJ'H)HO, UMECT MECTO
Tpy1 = Tn. (16)

O603HaunM yepes a: = 7111_{{)10 T,,. [lepexons k mpeneny B 00eUxX 4acTsix

(10), xorma n — o u npu 3ToM, yuutbiBas (14) um ycnoBus A)-D),
npuxoauM K paBeHcTBy Q(a) = a, rme @ > 0, U3 KOTOPOro CIEAyeT, 4TO
a=rn.

[IpoBoas paccyxeHusi, aHaJIOTHYHbIE cozepkalumcs B padote [3],
MOJKHO JI0Ka3aTh, 4TO

Y=o — Tp) < Foo. (17)

Mar II. /locneoosamenvuvie npubnusicenus ona cucmemot (1).

PaccmoTpum mist cuctemsl (1) ciieayroniyue uTepaimu:
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Q2" )=5 o (an-j=ans )}, nez,
xP=1,, p=012,. (15)
VYuuTeiBas ycioBue a), HEPAaBEHCTBO (2) 1 MOHOTOHHOCTh (PYHKITUU
Q, VHAYKIUEH 10 P HECIIOKHO YOCIUTHCS, UYTO
xP 1 o p. (19)
Huxe yoenumes, uro
x,(Lp) <¢ pnelzt. (20)
IIpu p = 0 HepaBenctso (20) cpazy caeayet u3 (14) u (8). [Ipeanonoxum,
4TO x,(lp) < &, n € Z* upu HekoTOpoM HaTypaisHOM p. Torna B cuity A) u
B) u3 (18) Oynem umeth

Q(xr(lp+1)) < fz_ (an_j —an+j)/1j < Sz_ an-j +
Jj=0 j=0

(00

+& zj:()(a"‘ i an ) (4 —1) S E+Ea Z}_zo(aj _1)=
=1+ M)E=0Q()

+1
13 KOTOPOTO CIIEAYET, U4TO x(p ) < §.

Urak, B cuny (19), (20) nocienoBaTeIbHOCTh OECKOHEYHBIX BEKTOPOB

x® = (x(p) (p), v, xP )T p € Z* numeer npesen, Koraa
p > oo: llr’go x(p) = X, IpUYEM
T, <x, <& neiZt. 1)

Taxk kak Z;":O(an_j - an+j)lj <1+ M, n€Z* tous(21) uycnosus A)
CIeMyeT, uTo X = (Xq, X1, -n) X, -. )| ABISETCA peleHreM cucteMsl (1).

ar IV. Cxooumocmo psoa Yol — x,|. ns 3aBepuienuns
Jl0Ka3aTeabcTBa  CHOPMYIMPOBAHHOW TEOPEMBbI OCTACTCS TMPOBEPUTH
CXOIUMOCTD Psifia Yol — Xp| < +00. CHauana 3ametum, 4ro u3 (14),
(17) u (21) cnenyer cymiecTBOBaHUE HATYpaIbHOTO Uucia ng € N —Takoro,
4yTO IPU N = N

)>7, =1

NI:‘)

X, = %P 22)
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BBCZIGM CJIeIIYIOHII/Ie YHUCJIOBBIC MHO>KECTBA.
Ap:={:n>n0, (p)<n} ={n:n=>n, x ,(lp)>n}(23)

[To ananoruu, ¢ q0Ka3areabCTBOM TeopeMbl (1) paboTel [S5] MOKHO
yOeIUTHCS, YTO CYHIECTBYET YKo ¢ > 0 — Takoe, 4To

Tng—Q(Tny) co
Sneay (™ = 1) + T (07T = 1,) < €+ 28700~ T).
no
(24)

N3 (24), B yacTHOCTH, CIIEIYET, YTO

min {1, 2l (6 1) < 4 252001 — 1) ©9)

-
1001
(p+1) )< c+2 Xato(M—Tn)
D= no( —Tn) = min{l Tno‘Q(Tno)} (26)
’ r/—TTLO

U3 (26) BBITEKAET, YTO
2n=olxn — Tp| < +o0. (27)
B cuiy (27), (17) u HepaBeHCTBa TpeyroIbHUKA
|77 _xnl < |77 _Tnl + |xn _Tnl
HPUXONM K CXOJUMOCTH Psifia Y.geo|f — X, |. Teopema mokasana.

§ 3. lIpumepni
B koHie paboThl MpUBEAEM HECKOJIBKO MPUMEPOB MPHUKIAIHOTO
xapaktepa 1t QyHkuuu Q u nocnenosarenbHocTedt {41720, {An}nz—co
yIOBJICTBOPSIOIINX BCEM YCIIOBHSIM JIOKA3aHHOW TEOPEMBI.
[Tpumepsr pyHkmu Q:
I) Q(u) = uP,p > 2 —"euerHoe yucio, u = 0.
) Q(u) =auP + (1 —a)u,u =0, rue a € (0,1] — unciosoit
napamerp.

1) Q(u) = lny)_/—u,u € [0,y), tae y > 1 — uncioBoii mapaMerp.
[Tpumepsr nocneILOBaTenLHOCTeﬁ {4}i20 u{an}n=—co:

eli=1+

G +1) 7 »Tae q > 1 — Npou3BOIBHOC YHCIIO.
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2J

— a—1
ea, =coa ™ a>1,c, =— €L

1 1
—, n €Z.

n T e—1 In|!’

°q

B xoHIIe 0OTMETUM, YTO CUCTEMBI C HEIMHEUHOCTHIO I1) BO3HUKAIOT B
TEOPHH P-aJMUECKON CTPYHBI, a HelIuHeHHocTH Buaa III) — B auckpeTHBIX
3aJlayax MaTEMaTUYECKOM TEOPUU IIPOCTPAHCTBEHHO-BPEMEHHOI'O pacil-
poctpanenus snuaemun (cm. [3], [4]).

ABTOp BbIpakaeT 0J1aroJapHOCTh CBOEMY Hay4YHOMY PYKOBOJUTEIIO
1.¢.-M.H., mpodeccopy X.A. XayaTpsiHy 3a IOCTAHOBKY 3a/1a4H ¥ TIOJIC3HBIC
COBETBI IIPU BBINOJIHEHUH PAOOTHI.
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ON THE SOLVABILITY OF ONE SYSTEM OF INFINITE
ALGEBRAIC EQUATIONS WITH CONVEX NONLINEARITY
AND WITH TOEPLITZ-HANKEL MATRICES

A. Sisakyan
ABSTRACT

In this note, a system of nonlinear infinite algebraic equations with matrices of
the Toeplitz-Hankel type is studied. This system arises in discrete problems of the
dynamic theory of p-adic open-closed strings. The existence of non-trivial non-
negative solutions in the space of bounded sequences is proved. At the end of the work,
specific examples of these systems are given which have applications in the theory of
p-adic strings.

Bibliography: 5 items.

Keywords: nonlinearity, convexity, Toeplitz-Hankel matrix, monotonicity,
iteration.
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AHHOTAIIAS

B nanHO# Hay4HOI cTaThe pedb UAeT 0 BpeMeHu paspadboTku CBY ys3-
JIOB, TJI€ BXKHYIO POJIb UTPAET MaTeMaTHIECKOE MOJCIHNPOBaHIe. 3HAUHN-
TENFHYI0 YacTh BPEMEHH pa3paboTKH 3aHUMaeT co3nanue 3D-momenu
CBU-y3na. s yMEHBIIEHUS 3TOTO BpeMeHH Oblia mpojienaHa paboTa 1mo
HAIMCAHUIO TIPOTPAMMBI, IIPOU3BOISINEH pacueTs TeOMETPHUYECKHX Mapa-
METPOB aHTCHHOM PEIICTKHU U3 33IaHHBIX YACTOTHBIX XapaKTePHUCTHK. Tak
K€ MPOJIENIaH pacyeT aMIUIUTYIHOTO PaclpeAeiICHUs HAIPSHKEHUH ¢ 11o-
CIIEAYIOIEeH CHUMYJSIHE C MOMOINBI0 B3aWMOJCHCTBHS IPOTPAMMHBIX
MaKeTOB.

KiroueBslie ciioBa: nporpammupoBanue, CBY, antenna, MogenupoBanue.
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BBenenune

[Ipu npoextrpoBanuu CBY y3710B 1 aHTEHHBIX PELIETOK, B YaCTHOC-
TH, 10 IOJIy4€HHUSI KOHEYHOTO pe3ysbTaTa yCTPOMCTBO JOJIKHO IIPOUTH ClIe-
JyIOIlIKE 3Tarbl pa3pabOTKU: CUHTE3 T€OMETPUUYECKUX [apaMeTpoB, olpe-
JIEJICHUE IEKTPUYECKUX XAPAKTEPUCTUK AHTEHHBI HA OCHOBE TEOPETHYEC-
KHUX JIaHHBIX, co3faHue 3D-Moxeneil, cuMyslus U CO3JaHHUE OINBITHOIO
obpasna. CuHTe3 reOMETPUUECKUX MapaMeTPOB U CO3AaHUE MOJIETTH MOTYT
3aHATH CYLIECTBEHHYIO 4acTb BpeMEHU. [|JI1 yMEHBIIEHUS 3TOTO BPEMEHU
MCIIOJIB3YIOTCSL IPOrPaMMBbl, aBTOMATU3UPYIOLIME MTPOLIECC CUHTE3a U MO-
nenupoBanust. CylIeCTBYIOIIME IPOrpaMMbl HE IPENOCTABISAIOT 3HAUYM-
TEJIbHOM TMOKOCTH B MPOSKTHUPOBAHUH, TaK KaK UMEIOT OTPaHUYEHHOE KO-
JIMYECTBO IMPEyCTaHOBICHHBIX MOJIETICH aHTEeHH M (YHKLUH pacipeere-
HUS.

Hameit 3amaueit siBisiercss pa3paboTka ajlropuTMa aBTOMATHU3ALUHU
CUHTE3a U NIOCTPOCHUs] aHTEHHOM PELIETKU Ha IPUMEpPE LIEIEBOM aHTEHHON

PELIETKH.
OcHoBHOe coxepxaHue padoThl

ITponece pacyera U MOAECTMPOBAHUS IPECTABISAET COOOM CTaHIAPT-
HYI0, OTpa0OTaHHYIO cXeMy, KOTopasi He TpeOyeT OONbIIMX H3MEHEHHI.
COOTBETCTBEHHO, JUIsI €€ BBIMOJIHEHUSI MOKHO Pa3paboTaTh ajJrOpUTM aB-
ToMatu3anuu. [IporpaMma cOCTOUT U3 CIIEAYIONNX YacTel: rpaduueckoro
uHTepdeiica, 610Kka pacuera nmapamMeTpoB BOJHOBO/IA, IOCTPOEHUS TEOMET-
pHH BOJIHOBOJIA, PacyeTa BECOBOM (DYHKIMH, PACIIOTIO0KEHHUS IIEIICH.

B nporpammuom nakere FEKO npucyTcTByeT BO3MOKHOCTb Haluca-
Hus noanporpamm Ha sizbike Lu a.[1]. FEKO naet BO3MOXHOCTb UCTIOb-
30BaHMS MIPEyCTAaHOBICHHBIX (DYHKLUH ISl CO3aHuUs, PeAAKTUPOBAHUS U
M3MEHEHHUs MOJIeNell, IepeMEeHHBIX, CO3AaHus rpadudecknx UHTepdencos,

a TaK’KC HUCIIOJIb30BAHUC YIKC I'OTOBBIX MOILCJIGI‘/JI.
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B xauectBe npumepa moaenupoBaHus Obula BbIOpaHa IeseBasl aH-
TeHHas pemierka [2—3]. [ns Hee ObUTa HamUcaHa MOJANIPOrpamMMa, pacCcyu-
ThIBaIOIIasi U co3naromas 3D-Mo/ens Ha OCHOBE BBEJICHHBIX ITApaMETPOB
4aCTOThI, KOG GUIMEHTA yCUIICHHS, IIMPHHBI BOJIHOBO/IA, TJTyOMHBI BOJIHO-
BOJIa U TOJIIIMHBI CTCHOK. J[is ymoOcTBa BBOJa NaHHBIX OBUT pa3paboTaH
rpaduueckuit uarepdeiic (Puc. 1).

& Waveguide calculator x|

Enter waveguid properties

Frequency of waveguide (GHz): IIII.IIIIII

Path to distortion table I Browse...

waveguide width({mm}): IIII.IIIIII

waveguide depth{mm): II:I.IIIIII

waveguide Thicknes(mm): I 0.0

uu&ut&

Gain(dB): ||:|,|:||:|

Ok Cancel |

Puc. 1. I'pagpuueckuii unmepgpetic.

AHTEHHBIC peleTKH 00J1aat0T BBICOKUMH ITapaMeTpaMy HalpaBJICH-
HOCTH, OJIHAKO MX MOXHO YJIYYIIUTh MPHU UCIIOJIb30BAHUU (PYHKIIMH B3Be-
mmBaHus. B Hamewm ciydae (yHKIUSI B3BEIIMBAHUS MPUMEHSIIACh K pac-
CTOSTHUIO OT IICHTPAJIbHOM OCH BOJIHOBOA 10 e (Puc. 2).
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Puc. 2. Cxema wenegoti anmennoil peuiemku.

[Tonnporpamma paboTaet Mo CiIeayIeMy aITOPUTMY: ITOCIIE BBOJA
MCXOJIHBIX JIaHHBIX OHU 3aIIMCBHIBAIOTCS B IIEPEMEHHbIE, 3aTeM, Ha OCHOBa-
Hue KY u 4acToThl, BBIYHMCISAETCS KOJMYECTBO LIS U ATMHA BOJIHOBO/A.
[lenu pacronararoTcs Ha IUPOKON CTEHKE BOJIHOBO/IA C yIAJIEHUEM OT €T0
LEHTPaILHON OCH, COTIIACHO BHIOPAHHOMY PaCHpeeIICHHIO.

CymecTByeT MHOXKeCTBO (pyHKIUI pacnpeaeneHus. OHU BIUSIOT Ha
DIIEKTPUUYECKHUE ITApaMETPhl aHTCHHBI, TPUBOJIAT K CY)KEHUIO OCHOBHOT'O Jie-
MECTKA JIMarpaMMbl HANpaBJICHHOCTH, a TAK)KE K YMCHBIICHHIO OOKOBBIX
nenectkoB. Hamu Oblna BeiOpana ¢ynkius Xanna (1).

w(n)=0.5 (1 — cos (%)) (D)

raic n — HOMCp SJIECMCHTA, a N — konudecTBO 21eMEHTOB. Ee pacupeac-
JICHVE M YaCTOTHBIN OTKJIMK ITOKa3aHbl Ha Puc. 3.

Windaw function (Hann) Frequency response (Hann)

20 o 20 40 60
samples DFT binz

Puc. 3. @ynxyua Xauna.
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C moMompi0 HAIMCAHHOT'0 HAMH CKpHUITA OblIa paccyrTaHa Iie-
neBast anTeHHas pemieTka, Ha yactote 10 I'T u KY (ko3¢ punuent ycu-
nenusi) Snbu y BRIOpaHHOTO HaMH BOJHOBOJA IIMPOKAasi CTEHKa Oblia
paBHa 23 MM, a y3Kas cTeHka — 10 MM, TonmuHa —2 MM.

Ucxons w3 3agannoro KY u 9acToTsl, ObUTa paccunTaHa BBICOTA,
KOJIMYECTBO IIeNel, UX IMUpuHA M anuHa. Jlamee paccTosiHue MEXIy
IEHTPAIIBHON OCHIO U MIEISAMH OBIJIO MIEPEMHOKEHO Ha BECOBBIC KOA(-
¢unuents! pynkuun Xanna (Puc. 4).

Tatal Gain [dEi]
15.0

I 10.0
5.0

0.0
-5.0
-10.0
-15.0

-20.0
I-25.EI
-30.0

Puc. 4. llonyuennasn wenesas anmennas peuwiemxa.
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Far field

FarFieldl

180

Total Gain [dBi] {(Frequency = 10.3 GHz; Phi = 0 deg) - TEST2

Puc.5. llonyyennasn ouazpamma HanpasieHHOCMu.

Excitation

—— WaveguideExcitation1

SWR

P (9.833 GHz, 1.53) (10,336 GHz, 1.53)

9.6 9.8 10.0 10.2 10.4 10.6
Frequency [GHz]

SWR - TEST2

Puc. 6. KCB 6 ouanaszone 9,61 Ty 0o 10,41Ty.
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BricoTa monmy4eHHO 11e1€BOM aHTEHHOHW peIeTKU paBHsaeTcs 176
MM, [IpU KOJIUYECTBE Lejel paBHOM 9. CuMysiLius IpOBOIUIIACh B JHa-
nazone ot 8,9 I'Tu no 11I'Tu. Hannyumme napamerpsl ObUTH 3aUKCH-
poBanbl Ha yactoTe 10,3 ['Tu. CornacHo moiny4eHHOM quarpamMMe Har-
PaBJIEHHOCTH, IIUPUHA OCHOBHOIO JienlecTKa paBHa 15,5 rpaxycam (Puc.
5). KV, npu stom, paBuo 13,6 nbu. KCB B auanasone 9,8331T1 —
10,336 I'T'y e mpeBbimaet 1,53, a va wacrore 10,3 I'T'y gocturaer 1,09
(Puc. 6).

3akjao4yeHue

B nannoit pabote ObUT pa3paboTaH aJITOPUTM TSI peaTu3aliyd BOTI-
POCOB, CBA3AHHBLIX C MOJACIHMPOBAHUCM U paCdYCTOM AHTCHHBIX PCHICTOK.
[IpeoxkeHHbplil HaMM METOJI PELINJ BOIIPOC aBTOMATHU3aLUM IpOoLEcca
IIOCTPOEHHUS MOJIENH IIEJIEBbIX aHTEHHBIX CTPYKTYp. s ymydmenns xa-
PaKTEepPUCTUK HAMPaBJICHHOCTH aHTEHHOW pelIeTKH Oblia UCI0Ib30BaHa Be-
coBasi pyHkuus. brnarogaps HameMy MeToay YyJaloCh COKPaTHTh BpeMs
pa3paboTKH, a TaK)Ke YIPOCTUTDH MPOLIECC MOJCIUPOBAHHUSL.
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ABSTRACT

Mathematical modelling plays a vital role in RF device development.
Specifically, a large portion of the development time is allocated to creating a 3D
model of the device in question. A software solution was found that allows
reducing the time overhead associated to modelling, by computing the
geometrical parameters of the antenna array based on provided frequency
characteristics numerically.Additionally, using appropriate software packages the
voltage amplitude distributions were evaluated and subsequently simulated.

Keywords: programming, UFH, antenna, modeling.
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ABSTRACT

Followed by the growth of fluctuating renewable energies, the utility
grid demands bigger energy storage possibilities to ensure a stable energy
supply. Therefore, the need of decentral stationary energy storages in the
form of electrochemical batteries is increasing. The following paper
addresses decentralized stationary energy storages (DSES) as an
innovation. It establishes the situation of decentral stationary energy
storage in Sweden based on an observation using the Charles Edquist
system. Characteristics of potential adopters are pointed out, and the
Rogers model of decision making is applied to the case of DSES, from
persuasion until implementation and confirmation. Finally, the paper
suggests five measures in order to spread the use of DSES in Sweden.

Keywords: diffusion, renewable energy, decentralized, stationary
energy storage, DSES, Rogers model.

Introduction

The energy market is changing. To mitigate global warming, it is
necessary to reduce the emission of greenhouse gases. A solution is the
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increasing use of renewable energy. However, the fluctuating nature of
renewable resources like sun and wind leads to time differences between
availability and demand of electrical energy. Therefore, the energy has to
be stored [1]. This is currently happening in big hydroelectric facilities
(dams) and combusted air storages. In the future, electrochemical storage
can gain more importance as decentral energy storage. This is because of
decentral stationary energy storages (DSES) impact on the efficiency of the
electrical power grid. As the energy demand on the customer-site is evened
out by the DSES, the utility sector can concentrate on providing a steady
flow of energy. Production capacities can be lower, and the reduction of
ramping power plants up and down increases their lifespan [2].

As it has been pointed out, storing the energy is a crucial part of the
energy cycle. This is also shown by the recent growth in the electricity
storage market [3]. By 2030, the investments in the energy storage market
are estimated to be approximately 35 billion US Dollar [4]. Almost half of
those investments are expected to be directed to electrochemical batteries
like sodium-sulphur, redox-flow and lithium-ion technology.

Currently the main technology for home batteries on the market is
lithium-ion. This is because of high energy density, long cycle life and good
safety as well as reliability. Those attributes are paid by a relatively high
price per kWh. The available products range between 2 to 18 kWh in size
with an average price of 800 US Dollars per kWh [5]. A downside of the
use of this technology is the scarcity of the resource lithium, which will
become harder to produce in the future [6]. Possible increases in lithium
production will not satisfy the demand of a revolution in automotive
propulsion and of the battery industry in the next decade. Future lithium-
based batteries with organic electrodes, solid electrolytes or sodium instead
of lithium could decrease the high cost [7].

Other technologies are on the rise but are not yet ready for the market.
Sodium sulphur, which is already used in utility scale applications in Japan,
could be applied in home batteries. This requires the working temperature
of 300° C to be lowered and the safety issues to be resolved. Another
promising technology is redox flow, which works with two separate liquids
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as electrodes. The main advantage of this technology is the good scalability.
Unfortunately, the redox-flow technology is only available in prototypes.
An unsolved problem for all types of batteries is pollution, because of the
lack of recycling possibilities for the often-hazardous parts of the battery
[8].

After understanding the advantages and disadvantages of the
technologies that are currently presented in the market, we need to find out
how this diffusion can be accelerated.

2. Diffusion Analysis

2.1. Definition

The decentral stationary energy storage is a technological aspect of a
process innovation. It is a new type of battery as an improvement to the
processes of the utility grid [9]. It should be taken into account that our
innovation is an iteration of already existing batteries, the nature of the
innovation is sustaining and evolutionary. Indeed, since the beginning of
the solar panel market, there has been a demand for home batteries to use
off the grid [10]. The innovation is not frugal, as it is relatively expensive
[11] [12]. The changes of the innovation are mainly technological in the
micro perspective while there are no changes on the marketing level [13].
We conclude that DSES is located somewhere between the development
and the diffusion and commercialisation stage in Rogers’s model of
innovation, because even though there are some products already available,
further development is needed to spread the innovation [14].

Next, we have observed the system of the stationary battery
innovation according to Charles Edquist [15]. For boundaries, we focus on
the geographical and political borders of Sweden, first and foremost because
the innovation of home batteries is not yet established in the Swedish market
[16]. The Swedish society has a strong interest in nature and a solid
knowledge about climate change. Although the Swedish electricity
production is already mostly CO2 neutral, production capacity of the nuclear
power plants will be changed to renewables in the long term for reasons of
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clear energy [17]. Because of our chosen geological location, the laws of
Sweden as well as the European Union pose as our judicial boundaries.
Moreover, we focus on the sectors of energy and building. In the system of
innovation there are several actors, for example users (e.g. utility
companies, property developer, private consumers, and architects), politics
(legislators, government), researchers (universities, companies), the battery
industry and financial investors.

The function of our system is to improve the diffusion of home
batteries in Sweden in order to secure the stability and improve the
efficiency of the electrical power grid.

2.2. Application of the Theory of Decision-Making

As stated by Roger, adopters are to be divided into five different
groups: innovators, early adopters, early majority, late majority and
laggards. The focus of the change agent should lie on the second group of
people, as they are the most important one. We have singled out different
attributes for the special groups [18].

According to the Roger’s model, innovators require a shorter adoption
period, are venturesome, mobile, risk takers, apply complex technical
knowledge to cope with a high degree of uncertainty and have a higher
status.

We look for our innovators in the young technical elite. They are
aware of the problem of climate change and are excited to try new technical
solutions for this problem. They have enough money to put in risky
investments. They supposedly live in urban areas and are highly educated,
usually in the area of engineering. They are between 25 and 40 years old,
likely have no kids and are working on their careers. The main usage would
be in summerhouses or similar off-grid situations.

Early adopters are a bigger user group than innovators. They have an
upward social mobility, a greater degree of opinion leadership and are
successful and respected by peers. For early adopters we look for upper
middle-class families in suburban or rural areas with own property. They
are between 50 and 70 years old, with an optional background in science or
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engineering. At their point in life, they are earning the most in their career,
and their children are starting to sustain themselves. This leads to a situation
when they are financially independent [20]. They should have already
invested in solar panels as they would understand the benefit from storing
the energy of their solar panels.

2.3. Application of the Model on different adopters

Decision-making, according to the Rogers consumer innovation-
decision process, is a long process and takes time. We chose to apply Rogers
model because it has a broader coverage than similar models.

2.3.1. Knowledge Stage

The first stage in the innovation-decision process is the knowledge
stage. In this stage the potential adopter needs to be informed about the
availability, handling and principles of the innovation. To find the first
potential users of the DSES technology, one has to create awareness about
the product for as many people as possible. This can be done with mass
media channels like newspapers, TV, internet and social media. After a first
impression, people will ideally share the DSES technology by word of
mouth.

The second is the how-to knowledge. The change agent should
provide a platform of knowledge about the battery which is easy to access
and to use. A good webpage on the internet will work for both innovators
and early adopters.

Furthermore, principle knowledge about the innovation has to be
established. This means showing the basic principles of the innovation. The
principles of the electrochemical processes in batteries can be complicated
and not easy to understand. Nevertheless, principle knowledge about the
basic operation of the home battery can be communicated to a broad
audience.

We have to be aware of selective perception and selective retention
because every group/individual has their own way of interpreting mass
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media. You should present the DSES technology to every group/individual
in a different way.

2.3.2 Persuasion Stage

In the persuasion stage, the consumers are forming an opinion about
the product. Although the advantages of the product for the society are easy
to understand, the possibilities for the private customer are not obvious. As
DSES is preventing future blackouts and ensuring future energy security, it
is a preventive innovation. Its biggest benefits are therefore uncertain, while
the customer needs to direct time and energy to the adoption. Furthermore,
side effects of the increasing use of batteries are not well known. Therefore,
we expect the diffusion to be slower than average innovations. Nonetheless,
there are several relative advantages of DSES compared to not investing in
the technologies.

It is important that the early adopters see an economic motivation in
adopting the DSES, especially given that the DSES is an expensive product.
However, saving money is not possible with the current prices for electric
energy and batteries [21]. Although the Swedish government is supporting
the economic factor by giving subsidies, the economic advantage is still not
high enough for broader parts of the society [22].

Another relative advantage of the DSES technology is to avoid
blackouts and consequently avoid an increase in discomfort. This effect can
be seen in developing countries like India, where power outages are more
common than in the western world. There, home battery systems diffuse
more rapidly and are already used by big parts of the society to provide
energy in the hours without electricity from the grid [23].

Furthermore, the possibility to keep the solar- or wind-power self-
produced energy and to be therefore self-sustaining can influence the
decision in favour of DSES.

It is crucial for home batteries to be compatible with the utility grid,
solar panels as well as with smaller regional grids or for self-consumption
[24]. A home battery is as easy to install as other electronic devices in the
household and thus consumer-friendly (low installation cost).
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Although a small-scale trial option is not technically possible, the
potential adopters could be inspired by the village of Simris in southern
Sweden. In this 160-household village, the community is using a
combination of wind-power and solar cells together with DSES [25].

As the chemical process in the battery is not visible, the observability
has to be ensured in another way. We propose a good design, which
introduces the possibility to install it in a prominent place (e.g. living room,
front yard) instead of a utility room in the basement. This adds to the social
prestige of the owner as well as creates awareness knowledge with the peers.
Moreover, a direct usage as a power bank and the display of battery load
through an app or a display are improving the relationship to DSES by an
immediate reward.

Besides the characteristics of the innovation, it can be helpful to create
positive emotions for DSES with the customer. This can be done by using
a strong brand. For example, entrepreneur Elon Musk is using the name of
his company Tesla to draw attention for his home battery product.

2.3.3. Decision Stage

The persuasion leads to the decision stage which is the moment where
an individual will adopt or reject an SES.

The innovation-decision process can lead to rejection in every part of
the process. There are two types of rejection, “active” and “passive”. The
first one is an active decision of not adopting the DSES innovation after a
trial period or after gaining knowledge about the functions as well as
advantages and disadvantages. Secondly, “non-adoption” (passive
rejection) is about an individual who never knew the innovation [26].

2.3.4. Implementation Stage

After a positive decision, in the implementation stage the user puts
one’s theoretical decision into practice. During this stage many questions
may arise e.g. how to obtain the innovation or how to solve maintenance
problems. The change agent has to make sure that the DSES is available for
the customer as well as to provide technical assistance and information.
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In our case, the implementation will be fast, if we can ensure a good
availability. That is because of the easy installation in the existing home
grid. As private individuals will use the decentralised SES, the problems of
implementation have to be solved by the selling/diffusing company [27].

2.3.5. Confirmation Stage

In the last stage of the innovation-decision process, the consumers
check for confirmation. They check if the product is still relevant for them.
For example, it might be too expensive to maintain DSES in the future
(price for one kWh stored increasing). Furthermore, the adopters of the
DSES innovation need some supportive messages to avoid dissonance and
to reinforce the decision they have made about the innovation. Such
messages are coming with the feedback from other users or from research,
but mainly from the declining electricity bill of the adopter.

Once the DSES is adopted, we do not expect a high risk of
discontinuance. Provided the product is working fine, it will do its job in
the background and not force a second decision about rejecting it.

3. Discussion

In conclusion, DSES technology is still in its infancy, but its
importance is growing fast. Although current technology shows many
flaws, the research for solutions is promising. Sweden has a high potential
to introduce DSES and could therefore avoid the disadvantages of the
restructuring of the electrical energy production. After applying the Rogers
Model of innovation-decision to our innovators and early adopters, we
propose five measures that can accelerate the diffusion of DSES in Sweden.

First, it is necessary to support research about batteries, concerning a
decrease in price and the independency from lithium. Another important
question is the recycling of used batteries.

Second, the DSES product can be improved in product development
by adding new functionalities (e.g. smartphone application, display, direct
use).
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Thirdly, it is important to acquire knowledge about the belief system
of the innovators and early adopters in order to adjust the marketing to their
needs and values. With more advertising and mass media coverage it is
possible to create awareness knowledge with innovators and early adopters.
Furthermore, prototype usage in micro grid villages can demonstrate and
distribute how-to knowledge.

In addition to that, more subsidies are needed at the moment, to
convince a broader audience to adopt the innovation.

As a last resort, law can regulate home batteries. For example, the
government could apply a new legislation by which newly built houses are
required to have DSES.
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PACITIPOCTPAHEHUE JEIIEHTPAJIM30BAHHBIX
CTAIIMOHAPHBIX HAKONIUTEJEA SHEPT U

JI. Taoesocan
AHHOTALUSA

B nanHOW Hay4HOH cTaThe paccMaTpUBAIOTCS JELEHTPATN30BaHHBIE CTAIlUO-
HapHble HakonuTenu dHepruu (JJCHD), akeHTHpysi BHUMaHUE HA HUX KaK Ha HOBOB-
BezeHuN. Bemen 3a poctoM KosebaHmit BO30OHOBIISIEMBIX UCTOYHHKOB SHEPT U dHEP-
rocuctemMa Tpedyer OONBIIMX BO3MOXKHOCTEH XpaHEHHWs SHEPTHH AJS 00ecTieueHHUs
CTaOMIIBHOTO SHEPTOCHAOKEHHS, TIOATOMY BO3PACTaeT MOTPEOHOCTH B JICIICHTPAIIU30-
BAaHHBIX CTALIMOHAPHBIX HAKOIMUTEISIX YHEPTUU B BUJE DJIEKTPOXUMHUUECKUX OaTapeil.
B cratbe onuceiBaercsa curyanus ¢ JJCHD B LlIBennu Ha ocHOBe HabMOACHUH € HC-
MOJTb30BaHIEM cHUCTeMbI Yapibia DIKBUCTA. BRIIEIIOTCS Takke XapaKTepUCTHKH TI0-
TEHLUAIBHBIX TIOTpeOUTeNe, 1 MOJeNb MPUHATHS pelieHuid Popkepca npuMeHsieTcs B
cryyae JICHD, ot yOexneHus 10 BHEIPEHUS W MOIATBep)kKAeHUs. HakoHel, B ctaThe
TpeIaraeTcs psia Mep 1o pacrpocTpaneHuto ucnonbzoanust JJCHD B IlIBermn.

KuroueBble cioBa: auddysus, Bo30OHOBIAEMblE UCTOUHUKH SHEPTUH, JAe-
LIEHTpaAJIN30BaHbI}, cTannoHapHble HakonuTenu sueprun, JJICHD, mogens Pomxepca.
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ABSTRACT

In this article the method of increasing current DAC linearity by
taking into account modeling risk and uncertainty impact on circuit is
presented. The main idea of the method is to distribute DNL error over
all codes and to decrease DNL for critical codes. The method shows
significant improvement and DAC performing properly even for 4.5
sigma. The main disadvantage of this method is output voltage range
decrease.

Keywords: digital to Analog converter, DNL, INL, Monte Carlo, 4.5
sigma.

Introduction
Nowadays digital to analog converters (DAC) and analog to digital
converters (ADC) are commonly used in modern integrated circuits. The
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degradation of performance parameters of DACs and ADCs can cause total
errors in integrated circuit operating. To avoid this kind of problems, a great
number of solutions have been suggested. Yet in most cases because of
linearity parameters improvement other parameters have degradation: for
example, area increase or high-power consumption.

The approach discussed in this article is aimed to avoid degradation
of other parameters while increasing the linearity of DACs and ADCs. And
only minor parameters are injured.

The DAC overviewed in this paper is designed to cancel offset
between differential legs of circuits. Regardless of matching technique in
layout, technological variations cause an offset between differential legs of
circuits which can decrease the system’s performance. There are used
techniques with comparator and current DAC circuits which cancel offset
for differential legs by calibrating offset after producing chip and using
current of DAC. In this way offset has been decreased to a minimal step of
current DAC (LSB). To achieve the necessary performance, the current
DAC must provide the needed linearity. In case where linearity is poor,
some current values will be unachievable.

For all known types of DACs and ADCs the least significant bit (LSB)
is the smallest measurement unit. LSB is the average voltage increment for
digital code step sensible for DAC and ADC. For the N-bit converter LSB
definition is given in the formula below [1]:

LSB = 22220 (1)
where n? is the number of steps in total and Vo and Van-1 are the output
voltage range produced by the converters.

The ADC and DAC linearity are summarized with two parameters:
integral nonlinearity (INL) and differential nonlinearity (DNL) the
measure unit of which is LSB.

For k bit DNL and INL are given by the formulas below [2, 3]:

Vi

DNL = Viea - Vi _
LSB

1 2)
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INL=% — i (3)

The DNL error can lead to a case when some current values from
DAC output range can be missed.

The method purposed in this article gives an opportunity to avoid
the problem.

Detailed description of the problem and proposed solution

The article discusses the 8-bit current DAC linearity parameters
improvement after Monte Carlo variation. The current DAC is designed
for offset cancelation purposes. To avoid DC voltage difference between
differential lags in circuit, the mentioned DAC is used.

To have the needed currents for each code of DAC, current sources
with different currents are designed. The different currents are obtained
by current source transistors with different sizes.

The DAC structure is shown in the picture below:
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Fig. 1. DAC structure.

To avoid glitches on the output of DAC during code calibration, 5
binary bits are converted to a thermometric code as shown in DAC
architecture.
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The current difference between differential legs depending on code
can be found by the formula shown below:

Ip - Im=(2* code — 256) * Iref 4)

Because of technological variations linearity parameters can be
degraded so much that normal circuit operation will be impossible. So,
there has been proposed a method of reducing DNL error by impacting
the most significant DNL error contributor legs.

The main propose of the method is to avoid having a DNL error of
more than 1 LSB. Having an error greater than 1 LSB is the most
dramatic case because some of the current values can be lost. The thermal
controlled legs have the greatest current value, so most cases of DNL
error are related to those legs. Thus, by decreasing the current of those
legs, the DNL error will also be reduced and it will have a negative value.
Hence, the DAC output range will decrease. Increasing the binary
controlled legs current will give the opportunity to avoid this problem.

The method described above is visualized in the chart below:

DAC output vs code

Cases when switching thermal controlled legs

Fig. 2. Visualization of proposed method.
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As shown in the chart, for each case when the thermal controlled leg
is switched, current values have an overlapping. Hence, in these cases DNL
has a negative value. The negative value will warranty a margin for DNL
and after Monte Carlo variations it will be less than 1LSB.

Simulation Results

The current DAC with an 8-bit resolution has been modeled. There
has been used binary and thermal controlling: 3-bit for binary and 5-bit for
thermal. Simulation and modeling have been conducted with Custom
Compiler [4] and HSPICE [5] tools. The circuit has been designed by using
SAED14nm [6] technology.

There have been done preliminary simulations without considering
DAC random variables for modeling risk or uncertainty. The obtained
results over PVT are shown in the picture below:
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Fig.3. DNL results for worst case over PVT.

The simulation results show that maximum DNL error over PVT
variation for the worst case is less than 1LSB. However, after Monte
Carlo simulation some corners have a DNL error much greater than
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1LSB. The results of Monte Carlo simulations for the worst case are

shown below:
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Fig. 4. DNL Q-Q plot for worst case over PVT.

After the reduction of the current of thermal controlled legs and the
increase in that of binary controlled legs, DAC DNL error over Monte Carlo
has decreased as shown in the picture below:
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Fig. 5. DNL Q-Q plot for worst case over PVT.
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Conclusion

The proposed method of increasing the linearity of DAC after Monte
Carlo variation shows significant improvement of linearity parameters. This
method has shown improvement of linearity by 70% after the Monte Carlo
analysis. The distribution of DNL error thus becomes equal for all codes.
The disadvantage of this method is output voltage range decrease.
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METO/, YBEJIUYEHUSA JUHEMHOCTHA TOKOBOI'O HAIL, YYUTBIBAS
CJIYYAHHBIE OTKJIOHEHUS 1 HETOYHOCTH ET'O NEPEMEHHBIX
KO2®OPUIIMEHTOB

A. Amanecan, M. I'puzopsan, A. Mapzapsan, A. Axaan, I'. Akodan
AHHOTAIIUA

B naHHOI craThbe mpeacTaBlieH METO]l YBEJIWYEHHUS JIMHEWHOCTH TOKOBOT'O
L[ATIl-a ¢ yueToM prcKa MOJEIUPOBAHUS U BIUSHUS HETOYHOCTEH Ha cxeMy. OCHOB-
Has UJIes METOAa COCTOMT B TOM, YTOOBI pacnpeaennTh TuddHepeHInaTbHy0 HETH-
HEHHYIO OIIMOKY MO BCEM KOJIaM U YMEHBIITUTH AU (HEepPEeHIIMATbHYI0 HETUHEHHOCTD
JUTSL KPUTHYIECKHX KOJOB. MeToI MoKa3bIBaeT 3HAUUTEILHOE YIIyUIICHUE, U PA0OUIHiA
muana3zoH [[Alla nmeer oxsar 4,5 curma ciydaeB. OCHOBHBIM HEOCTATKOM 3TOTO
crioco0a SBISIETCS CYKSHHE JTMAIla30Ha BEIXOIHOTO HaIPSKEHUS.

Kniwouegwte cnosa: Toxosslit LIAII, mupdepennnansHas HeTHHEHHOCTD, UH-
TerpaibHas HEMUHENHOCTh, TuHEeHOCTH LIAIL, MonTe-Kapio.
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ABSTRACT

In this paper we review the two most popular supervised and
unsupervised neural network types, as well as provide some foundation for
networks design with a special focus on topology, selection of network
sizes and number of layers for multilayer networks. We believe that this
could be a useful entry point for non-specialists, especially for the
biology/chemistry fields.

Keywords: Artificial neural network, formal neuron, Von Neumann
architecture, electrical model, software solution.
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The artificial neural network is a mathematical representation of the
brain's neuron system (Fig. 1). The natural analogue shows that many
problems that cannot be solved by standard algorithmic approaches can
easily be solved with the help of a neural network.

Based on artificial neural networks, intellectual systems allow a
successful solution to problems of image recognition, predictive
implementation, optimization, associative memory and management.
Traditional approaches to solving these problems do not always have the
necessary flexibility [1].

Input layer

Hidden layer

Fig.1. Neuron network in general.

During evolution, the human brain has acquired features that are
lacking in Von Neumann's computer architecture. These are:

e [magination about information and parallel estimation;

e Ability to learn and generalize;

e Adaptability;

e Tolerance for mistakes;

e Low energy consumption.
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The equipment based on the principles of biological neurons has the
enumerated characteristics: this can be considered a great achievement in
the data processing industry. Achievements in neurophysiology allow
developing an idea about the mechanism of thinking where information is
stored in the form of complex images. The process of storing information
as an image, the use of images (classification, detection, segmentation), and
the solution to the given problem is a new direction of information
processing which provides the creation of parallel networks and their
training, without using traditional programming [2].

The human brain has been studied for more than 1,000 years. Modern
electronics has made it possible to visualize the process of thinking through
devices. The prospects of neural networks application in solving non-
traditional problems are great. Currently, research is focused on the
production of 3 types of Al accelerators (neurochips): digital, analogue and
optical [5].

A neural network is a set of interconnected, interactive neurons
designed to receive, process, and extract discrete information. Depending
on the nature of the interaction, neural networks are generally divided into
two types: random and deterministic. If the connections between network
neurons are random, such a network is called random or stochastic. One
subtype is possible networks. In such networks, the process of developing
information is random.

The function or behavior of stochastic networks can be predicted in
advance (by known mathematical relations). If the neural connections in the
network and the interactions are predicted and described by known
mathematical relations, such a network is called deterministic. The function
of this network is completely predictable. Let us consider two of the most
popular artificial neural networks.

Multilayer perceptron (Fig.2): This is the most popular and the
oldest architecture, where there are several layers of neurons: an input layer,
one or more hidden layers and an output layer.
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It is almost always trained by the method of reverse propagation of
the error, i.e. the set of “input vector — exact output” pairs must be presented
for training. In this case, the input vector will be transmitted to the input of
the network, the state of all intermediate neurons will be calculated
successively, and the output vector will be formed at the output, which must
be compared with the exact vector. The difference will be the error which
can be sent back through the network connections (negative feedback),
estimate the role of each neuron in the error and correct its weights to
eliminate the error. The repetition of these processes for several thousand
times will enable training the network.

These types of networks solve problems effectively where:

1. The answer depends only on the value given to the network input

and does not at all depend on the previous values of the inputs, i.e.
this is not a dynamic process.

2. The answer does not depend or weakly depends on the high
number of parameters.

3. There is a big training set of samples; it is desirable to have at least
one hundred examples for each network connection. This is due to
the fact that having many coefficients, the network can remember
more specific examples and give excellent results in that case, but
if such examples are given to the input that is not from the training
system, all the assumptions of the network will have no relation
with the real answer (called overfitting).

The advantages of the perceptron network are that it was extensively
studied, the scope of its applications is well defined and limitations are well
known. It works well with its problems, and if it does not work with a
specific problem, it can be argued that the problem was more complicated
than it seemed to be.

The disadvantages of the network are the inability to work with
dynamic processes and the need for multiple instructional samples [3].
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Fig. 2. Multi-layer perceptron structure.

Kohonen neural network: The problem of input images and the
location of clusters in space are being solved in the Kohonen network (Fig.
3). The Kohonen network is unsupervised. During the training, the neurons
weight vectors strive to the cluster centers of the training sample vector
clusters. After the training, the network combines the presented image with
one of the clusters, i.e. one of the outputs.

Fig. 3. Kohonen network.

In the general case, the clustering problem is presented as follows:
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e There are objects that are characterized by the vector of parameters
xPe x X, the parameters have the component N, xP = (x?, ..., x}).
e Thereis aninvested setof C1, ..., CM = {C™} classes, in the C class
space (M<N, M =N).
It is necessary to determine the nuclei of classes {C™} = C},...,CM
in the space of C class so that the dimensions of proximity d(x?,c™) are
minimal, that is,

Z d(xP,c™®P)) > min,d(x,y) = Z(xi —yi)?
i

p

Usually d is an Euclidean size.

The m (p) function, which determines the class of objects for the set
of objects x P according to the index p, gives the division of classes and is
the solution to the problem of classification.

The initial values are given with the help of a random number
generator. Each weight is given a small value. However, it is desirable for
the Kohonen network to distribute the weight values evenly from the
beginning, for which the method of convex combinations is used.

The schematic representation of Kohonen network is provided in
Figure 3.

Kohonen network training takes place as follows:

e One of the x? vectors is given to the input;

e The Kohonen layer output is calculated and the mi number of the

gain neuron is determined, the output of which is maximal;

e We specify only Mo gaining weights
Wy = Wi, +< (xP — W, )

where a is the training speed, the monotone decreasing a (t) function is
usually used. The training takes place until the weights get stabilized [3].
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Development of neural network synthesis (obtaining) method

The synthesis of neural networks (NEs) involves the selection of the
structure of the neural network and, consequently, the learning algorithm,
the neuron model (activation function), the number of layers, and the
number of neurons in each layer. The choice of the neural network and the
algorithm is made according to the sphere and the set of the problem where
it will be applied. The choice of the model of the neuron, the number of
layers, the choice of the number of neurons in each layer are very complex
problems, and there is no regulated method for their selection. Thus, the
designers usually use statistical data and their own experience. That is, by
changing the number of neurons, the models evaluate the effectiveness of
the ANN for the selected problem. Various error functions are used as
criteria for such efficiency:

N
100
N

i=1

N
—d)?
MSEzzu,MAPEz
i=1 N Y

i — di)|

N
1
MAE = Nzlb’i — d;]
=

where y; and d; are the corresponding actual output and predictable
(desirable) values of the output, y, is the real mean output value and N is
the number of examples. The number of formal neurons in each layer
determines the complexity of the ANN and, at the same time, the
functionality which has not been fully studied. For researchers, the creation
of ANN is a more complex task [4].

Selection of the number of layers. If all formal neurons of a multi-
layered perceptron have linear activation functions, it is easily proved by
linear algebra that the multi-layered perceptron having any number of layers
can be reduced to a standard double layer input - output construction.
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In general, one hidden layer is enough for most problems, and the
reality is that the addition of the second, third, and other layers leads to a
small improvement in the effectiveness of the ANN.

Using the Kolmogorov theorem, Kurkova showed that any function
can be approximated by at least 4 layers [6]. Necht-Nielsen has shown that
the 3™ is enough, and at the same time he noted that in case of a large
number of layers, the total number of FNs in the hidden layer decreases [7].
However, the results of the publications show that in most practical
problems, 1 and sometimes 2 hidden layers are enough. Such practical and
theoretical discrepancy is probably due to the fact that in practice there are
fewer real problems than it is theoretically possible [4].

Selection of formal neurons (FN) quantity. The number of neurons
in the input is equal to the measurement of the input output signals, but there
is no method for selecting the number of neurons in the hidden layer.

In the case of a large number of neurons in the hidden layer, the ANN
has the ability to process so much information that a limited amount of
information in the teaching multitude is not enough to train all neurons in
the hidden layer. And even with enough instructional examples, the training
process becomes unacceptably great.

Nielsen used Kolmogorov's theorem to determine the upper margin
of the number of neurons in the hidden layer, according to which the
function of any n variable can be represented by a superposition of 2n + 1
one-dimensional functions [7]. That Lw margin is equal to twice the number
of input elements plus one:

Ly <2n+1

In order to determine the upper limit of weight coefficients, Upadaya
and Yerurek used the fact that the number of parameters required to encode
N binary sequences is equal to log2P used to determine the boundary factor.

W = nlog>N:



A. Grigoryan, Kh. Gejagezyan 79

In order to get a good generalization, it is necessary to choose fewer
formal neurons in the hidden layer. There exist certain rules that are the
starting point in the design of ANN [5].

1. The number of neurons in the hidden layer must be between the
number of neurons in the output and input layers:

m< Ly <n,orn< Ly <m

where Lw, n, m is the number of neurons in hidden, input and output
layers, respectively.

2. The number of neurons in the hidden layer should be equal to 2/3 of
the number of neurons in the input layer (or 70% to 90%) and if it is
sufficient, the number of neurons in the output layer can be

increased:

Ly =2n+
w=gntm

3. The number of neurons in the hidden layer must be twice as small
as the number of neurons in the input layer:

Lw<l'l/2

4. The number of neurons in the hidden layer should not exceed the
sum total of the number of neurons in the output and input layers:

LW <n+m
5. In the case of sigmoid activation function, a rough estimate of the

number of neurons in the hidden layer is given by the following rule
of Kolmogorov:

m Sly < (N+1)(+ +1)+
1+ log,N ~— W= nom i
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where N is the number of instructional examples. The dependencies of the
minimum and maximum values of Lw from the parameters m, N and n are
shown in Figs. 4 a and b, where the corresponding dependency graphs were
obtained due to specially designed software, for the design of which modern
programming capabilities have been applied: ¢ # programming language
and program constructing WPF technology [5].

Minimal Number of Hidden Meurons

Maximal Number of Hidden Neurons

Fig. 4. The maximum (a) and minimum (b) numbers of neuronsin the hidden layer
depend on the measurement of the output signal (m), the number of instruction samples
(N), depending onthen = 1, n= 10, n = 100 cases of the input signal.

In the case of a single hidden layer, the number of neurons in the
hidden layer is determined as follows:

Ly
T n+m

By selecting:
[min(Ly,) + max(Ly,)]
2
we get the dependence of the number of neurons in the hidden layer on the

LW:

measurements of the input and output signals. Fig. 5:
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Number of Hidden Neurons in 2 Layer ANN

Number of Hidden Neurons in 2 Layer ANN

a) b)

Number of Hidden Neurons in 2 Layer ANN

Fig. 5. The number of neurons in the hidden layer depending on the measurements
of the output and input signalsa) N= 10b) N = 100 c) N= 200 d) N = 500
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HCCJEJOBAHUE UCKYCCTBEHHBIX HEHPOHHBIX CETEA U
PA3BPABOTKA METO/JOJIOI'MU UX ITOJIYYEHUSA

A.M. I'puzopan, X.A. I'edrcazezan
AHHOTALUS

JlaHHas cTaThsl MOCBSAIIEHA UCCIIEIOBAHUIO UCKYCCTBEHHBIX HEHPOHHBIX cETel
(MHC): Ol paccMOTPEHBI HECKOJIBKO CETEH KIIF0UEBOTO 3HAUEHMS, ONMUCAHHBIX B
CBOMX CTPYKTYPHBIX OCOOCHHOCTSX, alTOPHTME PabOThI, C MPEHMYIIECTBAMH U He-
JocTaTkaMu. B pe3ynbpTare U3ydeHHsl HCKYCCTBEHHBIX HEHPOHHBIX ceTeil CTaHOBUTCS
SCHO, YTO CO3J[aHWE HEHpocucTeM, MPUHIMI PabOTHl KOTOPHIX, IO BO3MOXHOCTH,
npHOMIKEH K paboTe eCTeCTBEHHBIX HEHPOHHBIX CETEH YeloBeKa, ChIrpasl BayKHEH-
HIyI0 POJIb B 001aCTH HEHPOKUOEPHETUKHU U TIO3BOJISIET YCIEHIHO PEIIaTh MPOOIEMBI
pacro3HaBaHUA H300pa)KCHUH, MPOTHO3MPOBAHHSA, ONTHMH3AINH, ACCOIMATHBHOM
NaMATH U YNpPaBIECHUS, TPAAULUOHHBIE IOAXOAbI K PEIIEHHI0 KOTOPBIX (C HC-
MI0JIb30BAaHMEM OOBIYHBIX KOMITBIOTEPOB) HE BCETIa UMEIOT HEOOXOMMYIO THOKOCTb.

B pesynpTare wnccienoBaHus NPUHLUIIOB CHHTE3a HCKYCCTBEHHBIX HEMH-
POHHBIX CeTell W BHEAPEHUS MPOLECCOB Pa3pabOTKU CTANO SICHO, UYTO CYLIECTBYIOT
OTIpEICNICHHbIE TPaBWIIA, KOTOPBIC HMMEIOT KIIIOUEBOE 3HAUCHHWE B IIpOIIecce
npoektupoBanus MHC. B pamkax mu3yueHHs 3TUX HpaBUI ObLIM HCIONB30BaHBI
HEKOTOPbIC XOPOIIO M3BECTHBIE MATEMAaTHUECKHE YPABHEHUS JUIS OIPEAENCHHS
yrcna (OpMaNbHEIX HEHPOHOB B CKPHITOM CIIO€, W OBUTH TIPEACTAaBIECHBI COOT-
BETCTBYyWOIME rpaduky 3aBUcUMOCTed. Jlnd mocTpoeHuss rpaukoB ObLIO
pa3paboTaHO CHEIHaIbHOE NPOrPaMMHOE pEIIeHHEe, AT Pa3pabOTKH KOTOPOTo
ObUTM TPUMEHEHBI COBPEMEHHBIE BO3MOXKHOCTH NPOTPAaMMHPOBAHMS — TaKUe, KaK
I3k mporpammupoBaHus» ¢ # u texHonoruas WPF (Windows Presentation
Foundation) 1t mpoeKTHPOBAHUS U TIOCTPOSHHUS KOMITBIOTEP-HBIX MOJIEIICH.

KawueBble c10Ba: NCKYyCCTBEHHAs HEHPOHHAS CETh, (POPMANBHBIA HEHPOH,
apxuTekTypa ¢poH Helimana, aekTpudeckast MOJIeb, TPOrPaMMHOE peIIeHHE.
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THEIR QUANTITIVE ANALYSIS AND
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the laboratory of analytical biochemistry and biotechnology
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ABSTRACT

Biogenic (“green”) synthesis method, that uses plant extracts, allows to
obtain non-toxic iron oxide NPs, is environmentally friendly and cost-
effective. In current study, iron oxide NPs have been synthesized using
various standardized plant extracts of O. basilicum with high antiradical
activity. As a confirmation of the nature of obtained NP’s during the green
synthesis, spectral and transmission electron microscopy (TEM) analyses
were performed. The effect of B-glucosidase on the yield of NPs in aqueous
extracts was investigated as well. Results showed, that obtained NPs
belonged to Fe;Ojscluster, and had a round shape and the size raging in 3-
16 nm. Besides, the used method provided a high yield of nanoparticles in
the range of 95-25078 mg/g of the dry mass for various extracts. Aqueous
extracts had the highest yield.

Keywords: green nanoparticles, Fe;Os, Ocimum basilicum.
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Introduction

Rapidly developing nanotechnology creates the possibility of
producing on an industrial scale a wide range of NPs of various
compositions, shapes and sizes. Nanobiotechnology is a part of modern
nanotechnology, which has received attention due to its wide application.
This is a multidisciplinary approach based on the use of NPs in biological
systems, in the fields such as biology, chemistry, engineering, physics,
medicine, etc. In addition, it is one of the most important methods for
developing cost-effective and environmentally friendly procedures for the
congregation of non-toxic metallic NPs.

Currently, iron oxide NPs are synthesized using physical, chemical,
and biological methods. Physical and chemical synthesis is more laborious
and hazardous compared to biological synthesis that has a high yield,
solubility and stability, as well as have high bioavailability and
biocompatibility. Therefore, there is a need to develop environmentally
friendly procedures that do not use toxic chemicals in NP synthesis
protocols. In addition, some of the conditions necessary for the synthesis of
iron oxide NPs cannot be reproduced for production in large volumes. The
choice of medium and the selection non-toxic reducing and stabilizing
solvent agents are the most important issues that should be considered in
green synthesis of NPs.

The use of biogenic or “green” synthesis methods helps to avoid many
disadvantages of physical and chemical methods, for example, instead of
the toxic stabilizers, are used plant extracts that have a number of positive
biological properties [8]. Extracts of various plants are used as reducing and
stabilizing agents for the biosynthesis of iron oxide NPs. Besides that,
synthesis of NPs using plants is very cost effective and therefore can be
used as an economical and valuable alternative for large scale NPs
production.

Ocimumbasilicum is widely used in traditional medicine and as a herb
in a national cuisine. Basil contains high levels of phenolic compounds that
are involved in protecting cells from free radicals [4]. The antioxidant
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potential of herbs and spices correlates with the presence of phenolic
compounds and, due to their redox properties, they can act as reducing
agents, hydrogen donors and singlet oxygen quenchers [2].According to the
literature the major phenolic component of basil is rosmarinic acid [3], and
other caffeic acid derivatives. The presence of rosmarinic acid in medicinal
plants, herbs and spices has beneficial effects on health. Rosmarinic acid
has a number of biological activities [6], including antibacterial, anti-
inflammatory and antioxidant, antimutagenic, antiviral. Due to O. basilicum
high antioxidant properties it becomes a good candidate for NP’s synthesis.

Materials and methods

For extraction of fresh and dried leaves of O.basilicum were used 50%
and 96% ethanol and distilled water. The synthesis of iron oxide NPs was
carried out by adding a solution of 1M ferric chloride salt to those extracts
[11].

The total content of flavonoids (TCF) was determined by the ability
of flavonoids to form yellow colored complexes with Al** ions, detectable
at 430 nm [10].

Antiradical activity (ARA) was determined by quenching the free
stable radical of 2,2-diphenyl-1-picrylhydrazyl (DPPH) [7].

The amount of NPs obtained from the extracts (both with fresh and
dried leaves) was calculated taking into account the dry weight of leaves
(mg/g of dry weight).

Extracts, containing NPs, were treated with B-glucosidase (Sigma-
Aldrich, USA).

The UV—v is absorption spectra of the samples were recorded by a
spectrophotometer (SPECTRO UV — 18 MRC, Israel) from 200 nm to 800
nm [5].

For the characterization of the crystalline structure and shape of Fe203
NPs TEM (LEO 912 AB omega, Carl Zeiss, Germany) was conducted.

Statistical analysis of the results was carried out on the basis of the
complex application of standard statistical methods: calculating mean
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values, standard deviations, standard mean errors. Biological repetition of
experiments is 4-6 times, with carrying out 2—3 series of experiments in
each. The tables, graphs and diagrams show the arithmetic means and their
standard errors (n = 8-12), pll 0.05.

Results and discussion

Rapidly developing nanotechnology makes possible producing wide
range of NPs of various compositions, shapes and sizes on an industrial
scale. NPs are known to be used in both technology and biomedicine due to
their superior physical, chemical and biological characteristics due to
discrete physical and optical properties and biochemical functionality [1].

As it can be seen from the obtained results (Fig. 1-2), the extracts we
chose had a high ARA. The radical neutralizing activity of all extracts
showed a dose-dependent character. The total content of flavonoids (TCF)
of O.basilicum various extracts are presented in Table 1.

Table 1.
The total content of flavonoids of O.basilicum extracts

Extract TCF pg/ml

O.basilicum (dried) 96% 2.44+0,04
O.basilicum (dried) 50% 36.34+1,8

O.basilicum (dried) aqueous 11.17+0,46
1,3+£0.02

O.basilicum (fresh) 96%

O.basilicum (fresh) 50% 2,994+0.15

O.basilicum (fresh) aqueous 2,29+0.1
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From the study of basil’s dried leaves antiradical activity results it is
clear that all extracts have a high ARA (Fig. 1), which is most pronounced
in 50% ethanol extract of O.basilicum. Aqueous and 96% ethanol extracts
were less active. Thus, it can be concluded that ARA of dry O.basilicum
extracts positively correlates with TCF.

ARA (Basil dried)
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Fig. 1. Antiradical activity of O. basilicum dried leaves extracts.

Among the extracts of fresh basil leaves, 96% ethanol extract of
O.basilicum was the most active, although the other two samples also had
high ARA (Fig. 2). The lowest activity was observed in the aqueous extract.
It should be noted that ARA is significantly lower than that of dry
O.basilicum extracts and does not correlate with the TCF.
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Fig. 2. Antiradical activity of O.basilicum fresh leaves extracts.

From the obtained results it can be seen that by definition of ARA,
the most active is 50% ethanol extract of dry basil, and the least — aqueous
extract of fresh basil (Fig. 1, 2). Due to the presence of the antioxidant
components in the extracts, it is possible to carry out a congregation of NPs.

UV-v is absorption spectroscopy was also carried out in the range of
200-800 nm of the following samples: extract, salt solution, supernatant,
and iron oxide NPs (Fig. 3). As it can be seen from the figure, the curves
differ in optical characteristics. In the absorption spectrum prevails a peak
with a maximum of 300 nm, which is absent in the extract and in the salt
solution. This directly indicates a congregation of NPs. Detection by the
analog method is also found in the literature [5].
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Fig. 3. Absorption spectra of complexes of the extract and salt (1), FeCls- 6H,0 salt (2),
basil ethanol extract (3), and supernatant (4).

As a result of the synthesis of Fe2O3 NPs, a black precipitate formed,
which initially indicates the correctness of the process. To prove the
formation of Fe2O3NPs, to determine the nature of the material formed and
to detect the size and shape of the low frequency, TEM was carried
out.Samples were stored in the dark and allowed to dry for 2 h. TEM images
were taken immediately after drying. The Fe2O3 NPs were spherical and
round shaped and had a single-crystalline structure. Size of NPs varies from
3 to 16 nm in diameter (Fig. 4). The average size of synthesized Fe2O3 was
determined on the base of 10 different images and was found to be 12 + 2
nm. In addition, the obtained NPs were not in an aggregated state, which is
an important problem in other methods of synthesis.
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Fig. 4. The content of the synthesized Fe;O3 NPs sizes (%).

The crystalline structure of NPs was also investigated by electron-
diffraction method [9]. The electron diffraction patterns of the reference
specimen Fe203 and Fe2O3NPs coincided, indicating that the NPs have a
single-crystalline structure.

For measuring the yield of the obtained NPs, they were dried to the
state of a powder. As our results had shown, the largest number of NPs
(mg/g of dry weight) were obtained from aqueous extracts; in particular, the
greatest amount of NPs was obtained from O.basilicum fresh leave
saqueous extract: 25078.1 + 99, and the smallest from O.basilicum dried
leaves 50% ethanol extract: 75 £+ 3.1. But in general, all the aqueous
extracts, compared with the other extractants provided a high yield of NPs.
The following diagram shows the comparative yield of iron oxide NPs (Fig.
5).
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Fig. 5. Yield of the Fe;O3NPs based on O.basilicum extracts.

As soon as the highest yield of NPs was obtained by aqueous extracts
containing water-soluble polysaccharides, therefore, to determine the effect
of polysaccharides on the congregation of iron oxides NPs, the aqueous
extract of fresh and dried leaves of O.basilicum were treated with f-
glucosidase, after which the synthesis of NPs was carried out. Then, the
obtained iron oxide NPs were dried and their yield was compared with the
yield of NPs obtained from the untreated -glucosidase extracts. The results
showed (Fig. 5) that the yield of NPs in both cases practically did not differ.
In particular, for O.basilicumdried leaves aqueous extract the yield of NPs
was 1090 £ 98 and 1075 £ 84 mg/g of dry weight for B-glucosidase-
untreated and B-glucosidase-treated extracts, respectively. For O.basilicum
fresh leaves aqueous extract the yield of NPs was 25078.1 + 99 and 25066
+ 65 mg/g of dry weight for B-glucosidase-untreated and B-glucosidase-
treated extracts, respectively. Thus, can be concluded that the
polysaccharides do not have a significant effect on the Fe2O3 NPs yield.
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Conclusion

Thus, this study demonstrated that biogenicly synthesized NPs belong
to Fe20s cluster, are round-shaped and aren’t aggregated. Size of obtained
NPs was in 3—16 nm range. The highest yield of NPs was obtained from
aqueous extracts of O.basilicum. The biogenic synthesis of iron (III)oxide
nanoparticles provide high yield, which doesn’t depend on polysaccharides
content in aqueous extracts.Fe2O3NPs can be used for various applications
due to their unique properties: for targeted drug delivery, as agents for
magnetic resonance imaging studies, in biosensors, for purifying water from
pesticides and dyes, etc.

“This work was made possible by a research grant from the Yervant Terzian
Armenian National Science and Education Fund (ANSEF) based in New
York, USA”
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CHUHTE3 BUOT'EHHBIX HAHOYACTHUI] OKCU A KEJIE3A Fe;03
INOCPEIACTBOM DKCTPAKTOB Ocimumbasilicum L.,
UX KOJTUYECTBEHHbBIN AHAJIN3 U XAPAKTEPUCTUKH

JIM. @apcusan, A.A. Ozanecan, C.I. Tupayyan
AHHOTAIIUSA

MeTto1 GMOTEHHOTO («3€JICHOT0)») CHUHTE3a C HCIIOJIb30BAHMEM DKCTPAKTOB pac-
TEHUI TI03BOJISIET TOYYHTh HeTOKCHYHBbIe HaHouacTribl (HY) okcuna xenesa u sB-
JISI€TCS DKOJOTHYECKH YHUCTHIM M S9KOHOMUYCCKH BBITOJIHBIM. L1ebi0 TaHHOTO Hccie-
JoBaHus siBisieTcs cuHTe3 HY okcnpa xenesa ¢ MCTOIb30BaHUEM CTaHJapTU3UPOBaH-
HBIX Pa3HBIX SKCTpakToB O. basilicum, 00IanaroONIX BEBICOKAMH aHTHPATUKATEHBIMH
aKTUBHOCTSIMU. JJ1 MOATBEPKAEHUS TPUPOIBI Toiy4eHHbIX HY B mporiecce 3eneHoro
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CHHTE3a OBUIN BEHITIOJIHEHEI CIIEKTPATIBHBIA 1 TPAHCOMHCHOHHO-JIEKTPOHO MUKPOCKO-
MUYeCKUi aHanmu3bl. Tarxke ObUIO MCCIeIOBaHO BIMAHUE [-TIIOKO3MAA3bl HA BBIXOA
HY, nonmy4yeHHBIX MOCPEICTBOM BOJHBIX SKCTPAKTOB. B pe3ynbraTe aHanm3a moaTBep-
IIITOCK, 9TO monmydenHsie HU otHOCsATCS K Kitactepy FeoO3 u mMeroT okpyTinyio ¢op-
My U pa3Mepsl B npezenax 3—16 uM. Mcnonb3yemslil MeTos nonydenus 3enensix HY
obecrieunBaeT BHICOKUH BBIXOM B Tipenenax 95-25078 mr/r cyxoro Beca s pa3HbIX
9KcTpakToB. Hanboee BEICOKMM BBIXOZOM 00JIaZIal0T BOAHBIE SKCTPAKTHI.
KaroueBble ciioBa: 3enensie HaHouyacTulbl, Fe,Os, Ocimumbasilicum.
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ABSTRACT

Sesquiterpene trioxane lactons are secondary metabolites of plants of
the genus Artemisia anua have multiple biological and pharmacological
effects, including antimalarial, anti-imflammatory, vasodilative, antitumor,
antiviral, antibacterial, antifungal, neuroprotective and other properties.
However, specific molecular targets and mechanisms of action of
artemisinin family compounds have not been sufficiently studied. It is
assumed that the neuroprotective action of artemisinin is mediated through
signalling pathway of ERK2. The purpose of the work was to study the
peculiarities of direct interaction of artemisinin with ERK2. We carried out
docking analysis- of artemisinin with ERK2 and compared it with inhibitor
SCH772984. The results showed that both artemisinin and SCH772984
interact directly with ERK2 with high binding affinity. The artemisinin
binding site coincides with one of the inhibitor binding sites, which
corresponds to that of ATP. At the same time, the endoperoxide bridge in
C ring of artemisinin, is not involved in the interaction with the protein,
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which suggests that artemisinin binding to ERK2 can modulate it without
ROS formation.

Keywords: Artemisia anua, artemisinin, neuroprotective agent, ERK2,
SCH772984, docking analysis.

Introduction

Among most diverse classes of plant compounds that have healing
properties, a special place is occupied by sesquiterpene lactones - secondary
metabolites of Artemisia, as antimalarial, anti-imflammatory, vasodilating,
antitumoral, antiviral, antibacterial, antifungal agents. [1] Nowadays, more
and more attention is being paid to the neuroprotective properties of
artemisinin (ART) and its derivatives such as dihydroartemisinin,
artesunate, and many other semi-synthetic analogs [8].Recent studies have
shown that artemisinins can have a neuroprotective effect by inhibiting
oxidative stress via modulating various signaling pathways, such as ERK
[13].

However, to this day, specific molecular targets and mechanisms of
action of artemisinin family compounds have not been sufficiently studied.

The aim was to study the peculiarities of direct interaction of
artemisinin with ERK?2.

Materials and methods

AutoDock Tools and AutoDock Vina [10] software packages were
used for "blind" and local docking. Three-dimensional ERK2 structures
with inhibitor (3R)-1-(2-0x0-2-{4-[4-(pyrimidin-2-yl)phenyl]piperazin-1-
yl}ethyl)-N-[3-(pyridin-4-yl)-2H-indazol-5-yl]pyrrolidine-3-carboxamide
(SCH772984) (PDB ID: 4QTA) was obtained from RCSB Protein Data
Bank [3]. 3D structure of ART [CID: 68827] was taken from PubChem Data
Bank. The ligand topology for additional analysis was generated using
Acpype software [5], which is compatible with General Amber Force Field
[12].
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The entire ERK2 protein was studied using box dimensions of 66 X
50 x 88 A. The “exhaustiveness” value was set to 128. The molecular
docking simulations were performed 10 times and the number of binding
modes was set to 20. As a result, 200 ligand conformations were obtained.
Large number of conformations was necessary to obtain good sampling for
further analysis. After that, the binding site for ART and 2SH was
determined based on the largest distribution of ligand conformations. Then
local docking was carried out with this site with a box size of 16 x 26 x 12
A. Hydrophobic interactions and hydrogen bonds were analyzed using
Ligplot+ [11]. Visualization of docking conformations was done using
Pymol [6].

Results and Discussion

The accuracy of the docking analysis was estimated by re-docking the
crystallized SCH772984 ligand with ERK2 protein obtained by X-ray
crystallography [3]. The RMSD value between two superimposed
conformations between crystallized SCH772984 associated with ERK?2 and
its conformation obtained after re-docking was 1.339 A (Fig. 1a), which
indicates a good prediction quality [10].

Fig. 1. a). Superimposition of docked conformation SCH772984 (gray) with its crystal
structure (black). RMSD value 1.339 A. b). Docking analysis of SCH772984 (gray) and
ART (black) with ERK2.
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The binding affinity of the bound conformation of SCH772984 after
docking analysis is -9.4 kcal/mol, which indicates a rather strong
interaction. The NZ group of side chain Lys54 formed a hydrogen bond
with carboxylic C3 of SCH772984 at a distance of 3.31 A. The aminoacid
residues Ile31, Ala35, Tyr36, Val39, Ala52, Ile56, Ser57, Pre58, Tyr64,
Arg67, Thr68, Thr110, Asplll, Aspl67 were involved in numerous
hydrophobic interactions with SCH772984 (Fig. 1b, 2a).

Fig. 2. Analysis of hydrogen bonds and hydrophobic interactions of SCH772984 (a) and
ART (b) with ERK2.

The ERK2 protein has specific areas, whose conformational change
determines its activity. Such sites are, for example, P-loop and DFG motif.
The results of our docking analysis showed that SCH772984 affects these
sites and forms a hydrogen bond with Lys54, which is one of the key amino
acids that bind ATP and inhibitors. Thus, our results coincide with the
literature data [3].

According to the results of the docking analysis, the binding site of
artemisinin to ERK2 coincides with one of SCH772984 inhibitor binding
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sites (Fig. 1b) H., and artemisinin is located directly in the ATP binding site.
Artemisinin interacts with ERK2 with a binding affinity of -8.7 kcal/mol,
which is slightly lower than the binding affinity of SCH772984. The
interaction of artemisinin with ERK2 is due to hydrophobic interactions:
I[le31 with C2 (ring B) of artemisinin, Val39 with C5 (D), C8 and C10 (A),
Ala52 with C9 and C14 (A) of artemisinin (Fig. 2b). Artemisinin as well as
SCH772984 interact with the amino acids of P-loop.

The ERK/CREB pathway is a central signaling component that
induces cellular antioxidant mechanism and plays a role in initiating and
regulating cellular processes such as proliferation, survival and
differentiation [9]. Artemisinin increased the phosphorylation of ERK1/2
[4]. Phosphorylated and activated ERK1/2 can regulate the activity of a
transcription process, thus causing a protective effect [7]. Artemisinins can
protect cells from death by inhibiting oxidative stress,apoptosis, and
restoring mitochondrial function [4].

We have shown in silico, theinteraction of artemisinin with the
hydrophobic pocket of the allosteric site ERK1/2 as a modulator. As we can
see, ART binds to ERK?2 with a binding affinity that is close to SCH772984.
While the inhibitor interacts with more amino acids than artemisinin. The C
ring of artemisinin, which contains the endoperoxide bridge is not involved
in the interaction. It is known that the biological activity of artemisinins
leading to cell death is mainly related to the endoperoxide bridge, which
leads to the formation of ROS [2]. Therefore, it can be assumed that
artemisinin during interaction with ERK2 will not contribute to ROS
formation. Our results suggest that artemisinin can be developed to prevent
neuronal cell from death. It should be noted molecular dynamics
simulations are being performed for getting more detailed insight of the
interaction of artemisinin with ERK2.
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CPABHUTEJIbHBI AHAJIN3 B3AUMO/IEMCTBUS
APTEMU3UHHNHA U HHTUBUTOPA SCH772984 C ERK2

C.B. I'unocan, O.B. I'paockuii, C.I. Tupauyan
AHHOTAIUSA

CecKBHUTEPIICHOBBIE TPHOKCAHOBBIC JIAKTOHEI — BTOPHYHBIC METa0OIUTHI pacTe-
Huit poma Artemisia anua 061a1ar0T MyJIbTHILIETHBIM GHOJIOTHYECKUM M (hapMakoJIo-
THYECKUM JICUCTBUEM, BKIIOYAIOIINM aHTUMAIAPUIHBIE, TPOTHBOUM(IIaMMaTOPHBIE,
COCYIOYKPEIUTAIONINE, TPOTHBOOIYXOJIEBbIC, POTHBOBUPYCHBIE, aHTHOAKTEpHAIb-
HbIE, IPOTUBOIPUOKOBBIE, HEHPONIPOTEKTOPHbIE U T.A. CBOIicTBa. Tem He MeHee, clie-
nupuIecKkre MOJEKYJISPHbIC MUIIEHH U MEXaHU3MbI ICHCTBUS COCTMHEHHI CeMENCT-
Ba apTeMHU3MHHMHOBBIX HEIOCTaTOYHO M3y4eHsl. [Ipennonaraercs, yTo HEHPONPOTEK-
TOpHOE AEWCTBUE apTeMU3uHHHa onocpenyercs yepe3 ERK2. Lenbto mpencrasieH-
HO pabOThI OBLTO U3yUYeHHE 0COOEHHOCTEH HETIOCPEACTBEHHOTO B3aUMOICHCTBUS ap-
temusnHrHa ¢ ERK2. Hamu ObLT TpoBeicH NOKWHT aHaiu3 apTemu3nanHa ¢ ERK2 u
cpaBHeHue ¢ uaruouropom SCH772984. Pe3ynpTaTsl MOKa3ain, 9YTO KaK apTeMU3HU-
HuH, Tak 1 SCH772984 nenocpeacTBEHHO ¢ BHICOKOM HEPTHEN B3aNMOAECHCTBYIOT C
ERK2. Caiit cBs3bIBaHUS apTEMU3NHIHA COBIAIAET C OJHUM M3 CATOB CBA3BIBAHUS
HHTHOUTOPA, KOTOPHIil cooTBeTcTBYET TakoBoMy AT®. ITpu strom C KOJIBIO apTeMu-
3UHUHA, KOTOPOE COAEPKUT HHAOMEPOKCHIHBI MOCTHK, HE BOBJICYEHO BO B3aWMO-
neiictBue ¢ OeNKOM, U3 Yero MOXKHO 3aKJIIOYMTh, YTO apTEMU3UHUH, CBS3BIBASICH C
ERK2, Mo3eT ero akTUBHpOBaTh 0e3 oOpazoBanus ADK.

KiroueBbie ciioBa: Artemisia anua, apreMusunuH, Heiipornporekrop, ERK2,
SCH772984, nOKUHT-aHAIIH3.
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BINDING OF PHOTOSENSITIZERS TO
CERULOPLASMIN WITH A CHANGE IN THE SALT
COMPOSITION OF THE MEDIUM

A. Zakoyan

Institute of Biochemistry NAS RA
ann.zakoyan@yandex.ru
ABSTRACT

It is shown that cationic porphyrins and metalloporphyrins, as well as
anionic porphyrin (Chlorin es) non-covalently bind to ceruloplasmin (CP)
in sufficient quantities, while the neutral photosensitizer (PS) Al-
phthalocyanine binds very weakly. It is determined that an increase in the
concentration of NaCl in the environment can cause a partial release of PSs
from protein. Modeling of physiological conditions has shown that CP can
be used as a protein-carrier of PSs, but not an active agent for
photodynamic therapy of tumors (PDT).

Keywords: Photodynamic therapy of tumor (PDT), photosensitizers,
cationic porphyrins, ceruloplasmin, salt composition of the medium.

Introduction

Cancer is one of the fastest growing causes of fatal diseases that
people face around the world, and is thought to be the second leading cause
of death, accounting for 15% of all deaths [1,11]. Photodynamic therapy of
tumor (PDT) compared with other types of cancer treatment is considered
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to be a promising non-traditional method with many advantages: it is non-
toxic and invasive; it can be used in places where surgery is not possible,
and it can be used for many types of cancer [4, 3, 9, 10]. In PDT three
components act simultaneously: a photosensitizer (PS), a light source, and
oxygen. The PS and the light source must be harmless to the target cell [13,
17]. In PDT, the activation of PS preparations with a certain wavelength of
light leads to the transfer of energy to oxygen molecules or other substrates
in the surrounding areas, while cytotoxic active forms of oxygen (ROS) are
generated which can cause the death of necrotic tumor cells by apoptosis or
necrosis [3, 9]. In the absence of a photoactivating light source, PS drugs
are minimally toxic and are gradually eliminated from the body. The
ultimate goal of PDT is the selective destruction of tumor cells with minimal
damage to surrounding healthy tissues [8]. Among porphyrins used in PDT,
a special role is played by cationic porphyrins, due to their own high
selectivity of the accumulation in malignant cells [10]. A large class of
cationic (metal) porphyrinsvarious peripheral functional groups and
different central metal atoms (Zn, Ag, Co, Fe, Mn, Cu, etc.) were
synthesized earlier in Armenia [14, 19].

It is known that the main carriers of PSs in the blood are proteins and
lipoproteins [2, 12, 15]. Earlier we studied the binding of some PSs to
various blood proteins and it was shown that in addition to serum albumin,
hemoglobin, and transferrin, ceruloplasmin (CP) can also participate in
porphyrin transport in the body [5, 6]. The effect of two types of irradiation
(natural solar radiation and irradiation with a tungsten lamp) on the optical
absorption of the complexes of human CP with some PSs has also been
studied and changes in the absorption spectra have been shown [21].
Changes in physiological conditions (pH and salt composition of the
medium) during the transfer of porphyrins by proteins can have a significant
effect on the complexation and on the efficiency of transfer of PSs by
proteins. CP is an important copper-containing glycoprotein; among its
many functions it is necessary to note its participation in copper transport
[16] and iron metabolism [20]. The aim of this research was to study the
complexation and desorption of CP by cationic porphyrins and some known
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PSs when changing the salt composition of the medium (NaCl) and to
determine the possibility of using complexes for PDT tumors.

Materials and Methods

Binding of CP to PSs. The study of non-covalent complexation and
desorption of PSs with human CP was carried out in vitro. Preliminary
incubation of PSs ((metal) porphyrins, Chlorin es, Al-phthalocyanine) and
purified protein was carried out in a ratio of 4:1 for 72 hours in cold
conditions (6—8 °C). Non-covalent complexation of PSs with CP and further
separation of unbound PSs were performed on a Sephadex G-25 column
balanced with 0.01 M phosphate buffer pH 7.2. Control of the concentration
of bounded PSs with CP was carried out by two independent methods of
absorption and fluorescence spectroscopy.

Absorption and fluorescence spectra. The analysis of the spectra
was carried out by two independent methods: absorption and fluorescence
spectroscopy. Absorption spectra of PSs and their complexes were recorded
on a Shimadzu UV-VISIBLE Recording Spectrophotometer UV-2100
spectrophotometer (Japan) in a quartz cuvette (0.1 or 1 cm). Changes in the
absorption spectra of cationic porphyrins and metalloporphyrins were
recorded for the Soret band (420—440 nm), and for Chlorin es (Amax = 671
nm) and for Al-phthalocyanine (Amax = 678nm) at their absorption maxima
in the near infrared region. Fluorescence spectra were recorded on a MPF
44 spectrofluorimeter (Perkin-Elmer, USA) in a quartz cuvette (0.1 or 1
cm). All measurements were carried out at room temperature.

PSs. The cationic porphyrins and metalloporphyrins produced in
Armenia and the UK were used in the work, as well as the anionic porphyrin
Chlorin es and the neutral PS Al-phthalocyanine, known and currently used
in PDT of tumors. All over reagents were on analytical grade.

CP. The isolation and purification of human CP was carried out by
gel filtration chromatography on Sephadex G-150 and G-25 columns, as
well as by ion-exchange chromatography on a DE-52 ion exchanger
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(Whatman). CP was obtained from the donor blood plasma in monomeric
form in a homogeneous state with a high purity index: I = A2so / A610<20
[18].

The influence of the salt composition of the medium on the
binding of PSs to CP. The salt composition of the CP binding medium with
PSs (0.01 M phosphate buffer /PBS/pH 7.2) was changed by adding sodium
chloride solution with the highest possible molarity to obtain the desired salt
concentration. The analysis of the absorption and fluorescence spectra was
carried out for 5 points (0% (H20), 0.1%, 0.2%, 0.4%, 0.9% NaCl) of each
of the studied solutions.

Statistical analysis. The statistical parameters (mean values, standard
deviation) used in the experiments were calculated using Microsoft Excel
and Origin 7.0 (Origin Lab Corporation).

Results and discussion

Due to significant differences in the structure and charges of the
studied PSs (cationic (metal) porphyrins, anionic porphyrin Chlorin es and
neutral Al-phthalocyanine), significant changes in their complexation with
human CP are observed with a change in the salt composition of the
medium. The binding of PSs was observed by the change in absorption at
the peak of the Soret band (420-440 nm) for cationic (metal) porphyrins, for
anionic Chlorin es (Amax = 671nm) and for neutral Al-phthalocyanine (Amax
= 678nm) with a change in the salt composition of the medium. Absorption
and fluorescence spectra were measured for all compounds. Figures 1-4
show the typical absorption spectra of the studied compounds.

It is seen from the absorption spectra that the binding of PSs to CP
occurs very quickly (less than 3 minutes) when CP is added to the PS
solution. For all the studied PSs, a hypochromic effect (a decrease in the
absorption of the Soret band (448 nm) and a bathochromic effect (shift of
the absorption peak) are observed: for cationic (metal) porphyrins and
anionic Chlorin es in the long-wavelength region, and in the case of neutral
Al-phthalocyanine into the shortwave region. These changes indicate the



106

Binding of photosensitizers to ceruloplasmin with a change in the salt composition of the medium

interaction of PSs with CP and the formation of complexes. The calculated
data from the analysis of the absorption and fluorescence spectra are shown

in Table 1 for 5 points (0% (H20), 0.1%, 0.2%, 0.4%, 0.9% NaCl) of each
of the studied solutions.
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Fig. 1. Absorption spectrum of the isolated and purified human CP in 0.01 M PBS
pH 7.2, with a ratio of Asi0/ Azso> 0.049, having a characteristic blue color.
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Fig. 2. Absorption spectra of neutral Al-phthalocyanine and its change upon binding to
CP.1-1.6 x 10*M Al-phthalocyaninein 0.01 M PBS, pH 7.2; 2 — spectrum of the
complex [CP + Al-phthalocyanine] 3 minutes after protein binding to Al-phthalocyanine
(in 0.01 M PBS); 3 — spectrum of the complex [ CP + Al-phthalocyanine] after
purification from unbound Al-phthal ocyanine on Sephadex G-25 (in 0.01 M PBS).
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Fig. 3. Absorption spectra of Chlorines and their change upon binding to
CP.1-1.6 x 10* M Chlorines in 0.01 M PBS, pH 7.2; 2 — spectrum of the complex
[CP + Chlorineg] 3 min after protein binding to Chlorines (in 0.01 M PBS); 3 — spectrum
of the complex [CP + Chlorineg] after purification from unbound Chlorines on Sephadex
G-25 (in 0.01 M PBYS); 4 — spectrum of the complex [CP + Zn-TOEt4PyP] in 0.01 M PBS
with 0.9% NaCl.
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Fig. 4. Absorption spectra of cationic metalloporphyrin Zn-TOEt4PyP(Armenia) and
their change upon binding to CP. 1 - 1.6 x 10* M Zn-TOEt4PyP (Armenia) in 0.01 M
PBS, pH 7.2; 2 — spectrum of the complex [ CP + Zn-TOEt4PyP(Armenia)] 3 min after
protein binding to porphyrin (in 0.01 M PBS); 3 — spectrum of the complex [CP + Zn-
TOEt4PyP(Armenia)] after purification from unbound porphyrin on Sephadex G-25 (in
0.01 M PBYS); 4 - spectrum of the complex [CP + Zn-TOEt4PyP(Armenia)] in 0.01 M

PBSwith 0.9% NaCl.
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From the obtained results according to absorption spectroscopy, it
follows that the neutral PS Al-phthalocyanine binds very weakly (3.28%)
to the CP molecule, while the anionic porphyrin Chlorin es binds to CP
better than all PSs. For complexes with all PSs, the number of PSs per one
CP molecule decreases with increasing NaCl concentration in the medium.
At 0.9% NacCl in the medium, which corresponds to the salt composition of
human blood, a significant decrease in the number of PSs per one molecule
of CP is observed. This means that there are conformational changes in the
protein CP and a partial separation of PSs from the complex. Upon injection
of [CP + PS] complexes into the blood, partial separation of PSs from the
complex may occur; however, a significant part of PSs can remain in a
bound state. Therefore, such complexes can exist in human blood and CP
can be a carrier of PSs in human blood.

Table 1.*

Spectral studies of the binding of PSs to human CP molecules
with a change in salt composition

N | Complex Shift % NaCl Number of PSs | % PSs on the
[CP+PS] | ofthe Intheme- to 1 protein protein surface
Soret dium molecule (by (by
peak absorption fluorescence
spectra) spectra)
I | CP+Zn- H,O 1.02 5.54%
TOEt4PyP 0.1% 0.94 5.99%
(Armenia) 4 0.2% 0.85 6.73%
0.4% 0.84 8.01%
0.9% 0.65 10.47%
1| CP+Zn- H,O 0.95 6.11%
TOEt4PyP 0.1% 0.92 6.12%
(UK) 5 0.2% 0.86 6.12%
0.4% 0.85 6.13%
0.9% 0.63 9.77%
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I CP + H,O 0.57 2.46%
I | TOEt4PyP 0.1% 0.51 2.75%
(Armenia) 3 0.2% 0.51 2.75%
0.4% 0.26 5.56%
0.9% 0.26 7.79%
I CP+ H,O 0.51 3.27%
V | TOEt4PyP 0.1% 0.49 3.44%
(UK) 5 0.2% 0.49 3.56%
0.4% 0.43 3.94%
0.9% 0.3 8.45%
V | CP+Zn- H,O 0.93 3.54%
TBut4PyP 0.1% 0.84 6.87%
(UK) 3.5 0.2% 0.82 6.43%
0.4% 0.81 8%
0.9% 0.32 15.6%
A% CP + H,O 1.81 3.25%
I | Chlorin e 0.1% 1.78 2.55%
(Amax =671 0.5 0.2% 1.75 2.55%
nm) 0.4% 1.70 2.4%
0.9% 1.38 2.28%
V| CP+AI-
IT | phthalocya -2.5 3.28 % - a very low binding percent
nine
(Amax= 678
nm)

* The average values of five independent experiments are given (n = 5). The standard
deviation of the values does not exceed 5%. P<0.05.

According to fluorescence data (Table 1), for complexes with cationic
(metal) porphyrins, the percentage of bound PSs on the surface of CP
increases with increasing NaCl concentration in the medium. This means a
change in the microenvironment of cationic (metal) porphyrins and the
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possible release of negatively charged amino acid residues of the CP
molecule on the surface of the protein and binding to cationic (metal)
porphyrins. The opposite picture is observed for the [CP + Chlorin es]
complex: with an increase in the concentration of NaCl in the medium and
a change in the microenvironment of this complex, the percentage of bound
Chlorin es molecules on the surface of the protein decreases. This indicates
a partial transition of these PSs to the internal structures of the protein and
a partial separation of Chlorin es from the protein molecule.

Thus, CP can form complexes with PSs [CP + PS] and is a carrier of
PSs in the blood, but not an active agent for PDT tumors, due to the protein
part of the complex (CP) quenching the fluorescence of most associated PSs

[7].
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CBA3BIBAHUE ®OTOCEHCUBUIN3ATOPOB
C HEPYJIOIVIABMUHOM TP USMEHEHUU
COJIEBOI'O COCTABA CPEJIbI

A.A. 3akoan
AHHOTALMSI

B nanHOI Hay4HOI! cTaThe MOKA3aHO, YTO KATUOHHBIE TOP(UPUHBI U METAILIO-
nop(UPHHBL, a TAK)KE AHHOHHBIN TOPGUPHH (XJIOPHH €6) HEKOBAJICHTHO CBA3BIBAIOTCS
¢ uepysormazmMuaoM (L{IT) B JOCTaTOYHBIX KOJIMYECTBAX, TOTIA KaK HEUTPAIBHBIN (ho-
ToceHCHOUIM3aTop Al-(QranonuaHuH CBS3BIBACTCS OueHb ciabo. OmpeneneHo, 4To
yBenmueHne konneHTpannu NaCl B okpyskaromiei cpesie MOXKeT BBI3BATh YACTHIHOE
BBICBOOOJK/IeHHE (POTOCEHCHOMIN3aTOPOB U3 Oenka. MoaennpoBaHue Gu3noornyec-
KHX YCIOBHH mokasaino, 4to LIII MoxeT ObITh HCIOIB30BaH B KauecTBe Oelka-mepe-
HOCYHKa (POTOCEHCHOMIN3aTOPOB, HO HE AKTUBHBIM areHTOM JIIsI (POTOAMHAMHIECKOM
Tepanuy OIyXonen.

KuaroueBsle cinoBa: @otogunamudeckas tepamnus onyxoneit (OT), porocen-
CHOMIIN3ATOPHI, KATHOHHBIE TTIOP(GUPUHEL, IIEPYIOIIA3MIH, COJIEBON COCTAB CPEIIBL.
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AHHOTAIUA

Bonesnp Anbireiimepa — riaodansHas mpodieMa 31paBoOXpaHeHus, KO-
TOpas OKa3bIBa€T OTPOMHOE BIUSHHE Ha Jrojaed u obmiectBo. CoriacHo
TUIIOTE3€ aMUJIOWIHOTO Kackaja, BayKHEHIIee MOJIEKYIIpHOE COObITHE B
naTtoreHese «bose3Hp AnbIreiiMepay — NPOTEOTUTHYECKOE paclIeTICHE
Oernka-TipemecTBeHHNKa amriiona -cekperasoid BACE-1, npuBojsinee
K 00pa30BaHUIO HEPACTBOPUMBIX (OpM B-aMIIOWAHBIX HenTHIOB. M3-
BECTHO, YTO apTEeMH3HHHHBI, SBJIAIONIUECS BTOPUYHBIMH METa0OIUTaMU
pacTEeHUS MOJILIHKA OJHOJICTHEH (Artemisia Annua), 00Manar0T aHKAMUIIO-
UIOT€HHBIMU, NMPOTUBOBOCHAINTENbHBIMUA, aHTUOKCUJAHTHBIMH, KOTHH-

TUBHO-CTUMYJINPYIOIINMY, aHTHOAKTCPHATTBHBIMA U APYTHMH CBOHCTBa-



114 CpagnumenvHblii AHANU3 NOMEHYUANA 83AUMOOEHCMEUA OUZUOPOAPMEMUUHUNHA, OuMepd. ..

Mu. JlaHHas paboTa MOCBAIICHA H3YUSHHUIO B3aMMOICHCTBUS JUTHIPOAp-
TEMU3WHUHA U €ro AuMepa ¢ aMUIouaHoN Gpuodpuioitl 8APy40 1 BACE-
1 1 mocnexyromeMy CpaBHEHHUIO C TAKOBEIM HECTEPOHUIHOTO TPOTHBOBOC-
MAMTEIRHOTO TIpernapaTa noynpodeHa MeTogaMu MOJICKYIISIPHOTO MOJIe-
nupoBaHus. HaMu OBLIO BBISIBICHO, YTO MOYNpo(eH CIoCOOeH MperoTB-
pamars o0pazoBaHre aMHIOHUAHON (GUOPHILIBI, B TO BpeMs KaK AUTHIPO-
apTEMU3HMHUH NPEMATCTBYET 00Pa30BaHUIO U CTAOMIM3AIINY, @ €T0 TUMED
MPeJoTBpaIlaeT pocT aMWIONAHON GuOpmLIbl. [10100HO OCTaTBHBIM JIH-
ra"gaM, AUMep AUTUAPOAPTEMHU3MHUHA CIIOCOOEH MOAYIUPOBATH AKTHB-
HocTh BACE-1, uTo aeT BO3MOXHOCTb paccMaTpUBaTh €ro B KadecTBE
MOTEHIIUAILHOTO COCIMHEHUS IS IeUeHus1 O0Jie3Hn AublreiiMepa.
Knawuesslie cioBa: bonesns AmbrreiiMepa, apTeMU3UHHHEBL, TAMEP
IUTUpoapTeMU3MHKUHA, HOYyTIpodeH, 1 8A o490, BACE-1.

BBenenune

bonesus Anbureiimepa (BA) — 310 rinobanbHas nmpodiema 31paBoOX-
paHeHus, KOTOpasi OKa3bIBAe€T OIPOMHOE BIIMSIHHME Ha JIIOJe U 00IIecTBO
[1]. Kak ocHOBHas nmpuuMHa MPOrpeCCUPYIOIIUX KOTHUTHBHBIX Hapylle-
HUH, TpUOOPETEHHBIX B pe3yJibTaTe IeMeHIINY, BA B 3HaUNTENBbHOM cTerne-
HU NPENATCTBYET NOBCEIHEBHON nesaTenbHOocTH. CornacHo naHHsIM BO3,
35,6 MIIH. 4€JI0BEK BO BCEM MHPE CTPAJAIOT JEMEHIMEN, U 9TO YUCIIO yBe-
auuutcs noutu BABoe k 2030 roxy, gocturnyB 65,7 MaH. u 115,4 MaH.
2050 rony [2]. BA crana TpeTbel 10 4acTOTE MPUUNHON MHBAIUIHOCTU U
CMEPTHU CPEIU TMOXKWIOTO HACEJIEHUs], YCTyIasl CEpIeYHO-COCYAUCTHIM 3a-
00JIeBaHUAM M 3JI0KQUECTBEHHBIM OITyXOJIsiM. J{pamaTudeckas pojb, KOTO-
pyto BA u npyrue Buabl f[eMeHunu OyIyT urpath B cUCTeMax 3paBooOXpa-
HEHMA B Oy1yIleM, HeoCIIoOpuMa U MOAYEPKUBAET OIPOMHYIO BaXKHOCTh yC-
NEIHON pa3paboTKH JIEKapCcTB U METOJIOB JieueHust npoTuB BA [3].

BA — xommekcHoe 3a0oseBaHne, B KOTOPOM y4acTBYET MHOXKECTBO
¢dakTopoB. [TockoIbKYy OCHOBHBIMM IATOJIOTHYECKUMU ITpU3HaKaMu BA sB-
JISIFOTCSI BHEKJIETOUHBIE OTJIOKEHUS B-aMUIIOUIHBIX 1enTua0B (APB) B BUE
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CEHUJIbHBIX OJISIIIEK, BHY TPUKIIETOYHBIE OTIOKEHUS THIepPochOpHIITHPO-
BaHHBIX OEJIKOB Tay B HEUPOYUOPMIIISAPHBIX KITyOKax ¥ MoTepst HEMPOHHOU
¢bysakuuu, AP gonroe Bpems pacCMaTpUBAIHCh B KA4€CTBE MOTEHIIUATIEHON
MUIIIEHH [T pa3paboTKu npenapaToB ais euenus: bA [4]. Camas npsimas
CTparterusi aHTU-Af-Tepanuu — CHUKeHHe oOpa3oBanusi Af TapreTupoa-
HueM [3- u y-cekperas [5, 6]. C Tex nop, Kak ObUI AMATHOCTHPOBAH MEPBHIii
nanueHT ¢ bA, ynpaBieHue no caHuTapHOMY Ha30py 3a Ka4eCTBOM IHUIIE-
BBIX MPOIYKTOB ¥ MenaukamMeHToB (FDA) oqo0puiio TOJIpKO 5 mpemnapaTos,
KOTOpBIE, OJJHAKO, HE CMOIJIM 3aMEeUIMTh NporpeccupoBanue bA u nmenu
HEKOTOpbIe MOOO0UHBIE 3P PeKTh [7].

ApPTEMU3UHHUH U €ro IMOJyCUHTETUYECKHE MPOU3BOJHBIE 00aTat0T
MPOTUBOBUPYCHBIMHU, MPOTUBOBOCTIAIUTEIbHBIMU, KOTHUTUBHO-CTUMYJIU-
PYIOLUIMMU, aHTUAMUJIOUIOTEHHBIMU, aHTUOKCUIAHTHBIMH, HEHPOMPOTEK-
TOPHBIMU U IPYTUMH CBOMCTBaMU. JlaHHBIE MOCIEAHUX JIET MOKA3aJIH, YTO
HX MOXKHO paccMaTpuUBaTh B KaUECTBE MOTEHIMAIbHBIX TEPANEBTUUECKUX
cpencts nipu neuenun 3aboneanuii [{HC, Bxiarowast BA, Tak Kak OHU CIIO-
COOHBI HHTMOMPOBATh BOCTIAIUTEbHBIE MpoLeccHl [§].

Llenb naHHON pabOTHI — U3yUEHUE UCPABHEHUE HEMOCPEICTBEHHOTO
B3auMozeicTBus auruapoapremusuauna (DHA), aumepa aurumpoapre-
musuanHa(DDHA), nbynpodena (IBU) ¢ amunonanoit pudpuioit 18A Bo-
401 BACE-1.

MarepuaJibl 1 METObI

3D crpykrypsl gecsatu moaeneit 18ABo-40 [PDB ID: 2LMP], BACE-1
[PDB ID: 2WJO] B popmare PDB B3t 13 6a3sl nanusix RCSB Protein
Data Bank (RCSB PDB) [9]. 3D ctpykrypst DHA [CID: 456410], DDHA
[CID: 44564070], IBU [CID: 3672] 0bimn monyueHbl U3 0a3bl JTaHHBIX
PubChem [10]. Toxunr ananuz ¢udpuinst u BACE-1 ¢ DHA, DDHA u IBU
poBOAMIN IporpaMMHbIMU naketamu AutoDock Tools u AutoDock Vina
[11]. AHanu3 BOIOPOIHBIX CBsI3€H M THAPOPOOHBIX B3aMMOIECHCTBUINA MTPO-
Bomwin ¢ momouisio Ligplot' [12]. Busyanusanust mojiy4eHHbIX JaHHbIX
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npoBoauiIack mpu nmomoriu Pymol [13]. Pacuer MonekynsipHBIX XapakTe-
PHUCTHK JIMTaH10B poBoamiics ¢ noMolubio Pre ADME [14].

Pe3yabTaThl U 00CyKICHUE

Hamu ObuT mpoBeACH AOKWHT aHamu3 jaecatu mojeneir ¢ DHA,
DDHA wu IBU. Pe3ynbraThl moka3ajiv, 4T0 HanOoibinas ap@UHHOCTH
18ABy-40 KO BCeM JMranaaM HaOIIOIAETCS JIs1 MOJIEITH 2.

Joxunr ananus B3anmoneictsust DDHA (AGbind=-10,7 xkan/moinb) co 2-i
Mo1enbI0 (uOprILTBl 18A B9-40BBISIBHIT THAPOPOOHBIC B3aMMOICHCTBUS C
Gly37 P u Q ueneit. DHA (AGbind= -9,4 xkan/monb) ruapopoOHO B3aUMO-
neiictByet ¢ Ala21 (A), u o6pazyeT Bogopoanyto cBsizb ¢ Lys28 (C). IBU
(AGvind = -7,4 xkan/monb) TuapodobHo B3aumoseictyer ¢ Ala2l (G),
Ala2l (H) (Puc. 1).

Bz = Gly38(Q)
(3] CE2 ;'M
Phe20(H) g s ’“‘3,?;25 11e32(D) G\y.‘?tﬂ)% A
Adca %rhgzn((;) - C”’rmﬁ“ y
[ m 13 CIs o 2 e
Al21(G ? },hl:jirw(ﬁ) - @l- 0 \le\!Sr'uQ.;‘Em W jy“
€ 55 %,l;cmn [ O PO DHA 5 sty
4 i . | m;.z\mj% b a o i 2 G s
0. g e o Y M:IJS(}E:% )
"‘“1’(“;“?? cio %\mum qeu'lylu(m ?s I " gyll(ﬂ
Sy ™ Se6(O)F ol ODLLyszg(c) i A
I o ? 37(P)
: EQH WL G cs @ N2 Gly37( 2 %»\
Ala30(T) b {\:cuu \mmmf‘ﬁ é: N o ﬁ]ﬂn " Gly33(C)
(s, C. 1 oy y33(]
IBU Go_cJoh <107 Ao
K Asn27(C) ey, sn27(D) le31(D) g\uuul, DDHA
1e32(K) .

Pucynok 1. [lokune (ceéepxy)u ananus 6000poOHbIX C853¢€l U 2UOPOPOOHbIX
szaumooeticmeuti (cnuzy) DDHA(cupeneswiti), DHA (kpacnuiit) u IBU (opansicesuiii)
co 2-ii mooenvio 1849.4.
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W3BecTHO, 4TO 32 00pa3oBaHKe, POCT U CTAOMIHM3ANIO (PUOPUILITBI OT-
BercTBeHHBI Leul7-Ala21, Gly37-Ala42, Lys28-Asp23 [15]. U3 Tpex nuran-
noB IBU npenorspaiaer oopasosanue, DDHA — poct, a DHA npensitcTBy-
€T 00pa30BaHUIO U CTAOWIM3aLUH aMiTonaHon Gudpusutel (Tadm. 1).

Tabmuma 1.

B3aumoneiicteue DDHA (¢uosierossiii), IBU (opan:keBblii) u DHA
(KpacHbIil) ¢ aMHHOKHCJI0TAMM, OTBETCTBEHHBIMH 32 00pa30BaHue,
PocT U cTadnan3anuo GuoOPUIIIbI.

Oopa3oBanue Poct Craduwimsanust

Leul? Ala21 Gly37 Ala42 Lys28 Asp23

DHA (A), | DDHA (P,
IBU (G, H) Q)

18ABo9-40

DHA(C)

Ananmu3 nokuara DDHA (AGving=-10,1 kkan/mons) ¢ BACE-1 Bbis-
BuI ruapodoOHbie B3aumoaeiicteus ¢ Tyr71 (P). DHA (AGbind=-7,9 kkan/-
MoIib) TuIpodoOHO B3aumoneicTByeT ¢ Tyr71, u obpa3zyeT BOIOPOAHYIO
cBs13b ¢ Asp32. IBU rugpodobuo B3zaumonericteyer ¢ Tyr71 BACE-1
(AGbind= -6,7 Kkan/Moib) U 00pa3yeT BOJOPOIHYIO CBA3b ¢ Ser35 u Asn37
(Puc. 2).

AdPuHHOCTD ST TPEANOUYTUTENBHBIX KOH(POPMAIM CBA3bIBAHUS
nurasaoB ¢ Gudpusuioi, a Takxke 1t BACE-1 M0)XHO pacIionoXuTh B clie-
nyroieM yosiBatomiem nopsake: DDHA > DHA > IBU.
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Phell):% N
| ™ &

Pucynox 2. [Joxune DDHA(cupenesuoit), DHA (kpacnuuii) u IBU (opanoicesuiit) ¢ BACE-1
(ceepxy), ananuz 6000POOHbIX c83ell U 2UOPODOOHBIX 83aUMOOeUCMBULL (CHU3Y).

AxtuBHbiil neHTp BACE-1cocToutr u3 Asp32 u Asp228, koTopbie
KOHCEPBATUBHBI JIJIS acllaparnHOBBIX NIPOTENHA3 dykapuorT [16]. 3BecTHo,
YTO KOHCEpBAaTHUBHAs MoJIeKyJia BoJibl (W2) 0Opa3yeT Tpu BOJOPOAHBIE CBsI-
3u ¢ octarkamu Tyr71, Asn37 u Ser35. D10 npuBOAUT K 00pa30BaHUIO HEM-
PEPBIBHOM LIETIM CBA3aHHBIX C BOJAOPOAOM ocTaTkoB Trp76-Tyr71-W2-
Ser35-Asp32. CyuiecTByeT MEXaHHM3M, KOTOPBI Ha HayalbHBIX CTaJAMSIX
KaTajan3a CIIOCOOCTBYET BBICBOOOXICHHUIO MPOTOHA M3 KapOOKCHIBHOM
rpynnbsl Asp32 ¥ yCBOGHHIO MPOTOHA MOCIE pacllernyieHus: cybcrpara, a
Ser35 momoraeT yCBOCHHIO MPOTOHOB U BHICBOOOXKIeHUIO ASp32 BO Bpemsi
KaTaJauTuyeckoro nukia [17].

Bce nuranasr Bzaumopeictyror ¢ Tyr71 u tonsko DHA B3aumo-
JNENCTBYET C aMHHOKHUCTIOTOM (Asp32) akTUBHOTO 1IEHTpa pepMeHTa.
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Brun npoananu3upoBaHbl apMaKoIOTHIECKHE XapaKTePUCTHKH, Ta-
kue kak abcop6Orus (HIA) u remarosanedannyaeckuit 6apeep (BBB) (Tabm.
2). Kak BugHO U3 TaOMUIIBI, TUTAHABI TIPOSBIISIOT BRICOKYIO CTETICHb BCa-
CBIBAEMOCTH U CIIOCOOHBI IIpeooseBaT BBB B Toll wiu uHoM cTteneHu.

Tabmuua 2.
AHaan3 PU3NKO-XMMHUYECKHUX CBOICTB JIMTAH/I0B.

- Coennnenue Log (BBB) HIA (%)

3672 IBU 0.103 98.38
456410 DHA -0.003 93.58
44564070 DDHA -0.648 99.06

B cooTBeTcTBHU € MOTYYEHHBIMH PE3yJIbTATaAMH MOKHO 3aKJTIOUYHTB,
9T0 HOynpodeH crocoOeH mpeaoTBpamaTh 00pa3oBaHne aMUIOUITHON Guo-
PHWJUIBL, B TO BpeMs KaK JTUTHUIPOAPTEMU3NHHIH MPEISTCTBYET 00pa30BaHHIO
U CTa0MJIN3alNK, a €r0 JUMEp MPEIOTBPAIIaeT POCT aMHIJIOUIHON (prudpu-
761 [To00HO OCTaIBHBIM JIMTaHAAM, TUMEP TUTHAPOAPTEMU3UHIUHA CIIOCO-
6eH moaynupoBaTh akTUBHOCTH BACE-1, uT0o 1aeT BO3MOKHOCTh paccMat-
pHBATh €T0 B KAYECTBE MOTEHIIMAIBHOTO COSTMHEHUS ISl JieueHHus bA.

BaarogapHocTs
PaGora BeimoHeHa npu nmoanepxkke 'panra Ne 10-2/1-4 'KH MOH PA.
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COMPARATIVE ANALYSIS OF THE POTENTIAL OF INTERACTION
OF DIHYDROARTEMISININ, DIHYDROARTEMISININ DIMER
AND IBUPROFEN WITH pg-AMYLOID FIBRIL AND BACE-1 BY

MOLECULAR MODELING METHODS

Y. Hambardzumyan, S. Ginosyan, S. Tiratsuyan
ABSTRACT

Alzheimer's disease is a global health problem that has a huge impact on people
and society. According to the hypothesis of the amyloid cascade, the most important
molecular event in the pathogenesis of Alzheimer's disease is the proteolytic cleavage
of the amyloid precursor protein by p-secretase BACE-1, leading to the formation of
insoluble forms of B-amyloid peptides. It is known that artemisinins, which are
secondary metabolites of the plant Artemisia Annua, have anti-amyloidogenic, anti-
inflammatory, antioxidant, cognitive-stimulating, antibacterial and other properties.
This work is devoted to the study of the interaction of dihydroartemisinin and its dimer
with the amyloid fibril 18AB9.40 and BACE-1, and the subsequent comparison with
nonsteroidal anti-inflammatory drug ibuprofen using molecular modeling methods.
We have found that ibuprofen is able to prevent the formation of amyloid fibrils, while
dihydroartemisinin prevents the formation and stabilization, and its dimer prevents the
growth of amyloid fibrils. Like other ligands, the dihydroartemisinin dimer is capable
of modulating the activity of BACE-1, which makes it possible to consider it as a
potential compound for the treatment of Alzheimer's disease.

Keywords: Alzheimer's disease, artemisinins, dihydroartemisinin dimer,
ibuprofen, 18AB9.40, BACE-1.
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ATaHecsiH A.A.

Bapaansu B.A.

I'apubsin A.

I'emkaressn X.A.
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I'puropsan M.T.

CBEJEHHS Ob ABTOPAX

CTYZAEHT YETBEPTOro Kypca Io clieruaibHocTy «Pa-
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TEXHOJIOTUU U CUCTEMEI CBI3M» PAY
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KPETHOH MaTeMaTHKH M TEOpeTHYeCKOH MHQopma-
TUKU EpeBaHCKOro rocy1apCTBEHHOTO YHUBEPCUTE-
Ta

acriupant HanmonansHoro IlonuTtexHudueckoro yHu-
BepcuTeTa ApMEHUN

acCIHMpaHT TPEThETO ToAa OOy4YeHHS IO Hampase-
Huto «buonornueckue Haykn» PAY

nperioiaBatenb Kaenpsl MeTuImuHCKOW OMOXIMHN
u onorexuosornu PAY

K.X.H., 3aB.Kadenpoit O0meit n papmaneBTHYECKON
xumuu PAY

unxeHep B 3A0 «Cunoncuc ApMeHusD
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I'ykacsan L.T. acnipaHT Kadenpsl CHCTEMHOTO HpOTPaMMHPOBa-
nus  PAY, 3aBenyroumii nabGoparopueil  uM.
B.II. IBanHMKOBa

3akosiH A.A. MJIaAIIVA HAy9HBIA cOTpyIHUK WHCTHTYTa OMOXU-
mun HAH PA
Maprapsn A.B. CTYJEHT BTOPOr0 Kypca MarucTparypsl MO CHEIH-
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OranecsH A.A. K.0.H., JIOLEHT, 3aBenytolas kadenapord MeIuIuHC-
KO OMOXMMHHU 1 OMOTEXHO-JIOrTUH PAY

CucaksiH A.A. acCHCTEHT Kaeaprl BhICIIEH MaTeMaTUKA B GUIUKA
HammonansHoro ArpapHoro yHuBepcuTera Apme-
HUH

TapeBocsin JL.A. CTYJZIEHT IIEPBOTO Kypca MarucTpaTypsl 110 HANpaB-
JICHUIO TIOATOTOBKU «DJIEKTPOHHUKA M HAHOZJIEKTPO-
Huka» PAY

Turpansu HI.T. CTYAEHT YETBEPTOr0 Kypca IO HAIPABJIIEHUIO TOAT0-
ToBKHM «lIpukimagHas maremaTHka U HHOOPMATHKA)
PAY

Tumorun A.H. HWHKCHED EpeBaHCKOFO HAaYy4YHO-HUCCJICA0BATCIbCKO-
T'O UHCTUTYTa CBA3U

Tupanysin C.I'. K.0.H., JIOLIEHT, 3aBeaytonias kadeapoit Meauunc-
KO¥ OMoXuMHH U OnotexHonorun PAY

®apcusin JI.M. aCIHpaHT TPEThEro TojAa OOYyYeHHS IO HampaBiie-
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Buoxumusy») PAY
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