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ABSTRACT

The aim of this article is to compute a radius of a closed ball included
in the multibrot and multicorn sets. Consideringw € C as a solution of the

k-1 _

equation z —1, we compute a radius 7 > 0 such that B(w,r) =

{z € C| |z —w]| < r}is included in the multibrot setsM, for every k =
2. Consideringw € C as a solution of the equation z*¥*! = —1, we
compute a radius 7 > 0 such that B(w,r) is included in the multicorn
setsM; for every k = 2.

Keywords: mandelbrot set, multibrot set, multicorn set.

1. Introduction

Generalizations of the classical Mandelbrot set to multibrot and
multicorn sets can be found in ([2], [3], [4]). The intersections of a multibrot
set M, with the rays of the form R*w, wherew®™! = 1 or w1 = —1 with
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k = 2 were computed in [1]. The intersections of the multibrot sets with the
real axis were established in [2] and [4]. Similarly, the intersections of a

k+1 1 or

multicorn set M with the rays of the form R*w, where w
wk*tl = —1 with k > 2 were computed in [6]. Also in [6] there were
established the intersections with the real axis of a multicorn set.

We have the following well-known definitions.

Definition 1.1. Let g;: C — C be the polynomial defined by g, (2) =

z¥ + c withc € Cand k € N, k > 2. The multibrot set is defined by
— (m) ;
My, = {c eC| (gk (0))n21 is bounded},

where g,(cl) (x) = gp(x) and g,((n) (x) = g,((n_l) (gx(x)) is the n-th iterate of

the function g,. Moreover, if we consider the sequence of complex numbers
(Qn)ns1 satisfying the reccurence Q4 = QX + ¢ for every n = 1 with

Q4 = c, then the multibrot set can also be given by
M, ={c € C| (Q,)n1is bounded}.
For k = 2 we have a Mandelbrot set.
Definition 1.2. Let h;: C — C be the polynomial defined by hy (z) =
Z¥ + c withc € Cand k € N, k > 2. The multicorn set is defined by

My = {c €C| (h,((n) (0))n>1 is bounded},

where h,(cl)(x) = h,(x) and h,((n) (x) = h,(cn_l)(hk (x)) is the n-th iterate of

the function hy.

1
: Jfork =2
We make the followi tations: ay = -
€ make the 1ollowing notations: I;_ll ) fOF k > 3 >
k(" VE)
2 Jfork =2 1 : '
B = {k_w fork >3 and vy, = k(k_I\/E) [sinh(kéy) + k sinh(&;)]

where &, is the unique positive root of the equation cosh(ké,) =

k cosh(&) for every k > 3 (in particular y3 = \/z:j = 1.088). Moreover, if

we consider w a solution of one of the equations z**! = +1, then we denote
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by R*w = {tw | 0 < t < w} an axis that passes through the origin and has
the direction of w.

The following results are known:

Theorem 1.1. ([2], [3], [4]) Let M, be the multibrot set for every
k> 2.

a). If w is a solution of the equation z¥~1 = 1, then M}, N R*w =
{tw]0 <t < a;} for every k > 2.

b). If w is a solutionof the equation z¥~* = —1 and k iseven, then
MinR*w = {tw | 0 <t < B} for every k > 2.

Theorem 1.2. ([1]) Let M, be the multibrot set for every k > 3.1f w
is a solution of the equation z*~* = —1 and k is odd, then M), N Rtw =
{tw |0 <t <y} foreveryk > 3.

Theorem 1.3. ([6]) Let M, be the multicorn set for every k > 2.

a). If w is a solution of the equation z**1 = 1, then M} N R*w =
{tw |0 <t < a;} forevery k > 2.

b). If w is a solutionof the equation z¥** = —1 and k iseven, then
Mp;nRYw = {tw |0 <t < B} for every k > 2.

c). For every k > 3, if w isa solution of the equation z**! = —1 and
kisodd, then My NR*w = {tw | 0 < t < y4}.

2. Main results

A. Preliminary lemmas

In this section we will prove some preliminary lemmas.

Lemma 2.1. Let k > 4and the recurrence Q,,.; = QX + ¢ for every
n > 1 where Q; = c. We suppose that |c — w| < a with a € (0,1) where
w is a solution of the equation z¥~!' = —1. Then |Q,| < (a + 1)k —
(a+1).

Proof: From the hypothesis we obtain that |c| < a + land we

k-1 _

consider w a solution of the equation z —1. Then we have
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Q2] = [@F +¢| = Ic* + ¢l = lellc*™! + 1] = |ellc*! —wk1] =
lcll(c = w) (™2 + 3w + -+ cwk ™3 + wh2)| =
lclle —wllck=2 + c* 3w + - + cwk 3 + wk=2| <
< lclle =wl(lcl*72 + Jel* " + -+ ]c] + 1)
<(@a+Daf(a+ D24+ (@+1)+1] =
(a+ 1)k 1 -1
(a+1)—-1
Lemma 2.2. Let the conditions of Lemma 2.1 be fulfilled. If there
exists R > 1 suchthat [Q,] < (a + 1)* — (« + 1) < ., then

=(a+ Da =(a+ D= (a+1)

a). |0,] < (a+1+%)k—(a+1)

1\k 1
b). 1f Qs < (@+1+2) = (@+1) <3 then Q| < (¢ + 1+

1\k 1
F) —(a+1)<Eforeveryn22.

Proof: a). Denote by Q¥ = q € C. From conditions of lemma we
havelc| <a+1 and Q| = [Qf +¢c|=|c*+¢c| < (@a+ D¥ - (a+1) <%.

1
Therefore |q| < — and

1Qal = @5 + ¢ = |(@5 +¢)" +¢| =
=g+ +cl=1(q+ ) —c*+ck+c|
<|(@+ )k —ckl+|ck+c| =
=lqllg+ )+ @+ ) 2c+ -+ (q+ )2+ k| +|c* +¢| <
< lql[Cql + [cD** + (gl + [cD*2[c] + -+ (gl + [cDlc|*2

+ lcl* 1 + |k + | <
ﬁl(ﬁ+a+1> +(ﬁ+a+1> (@+ 1)+ 4 (a+ 1DF?
+(@+Df=(a+1) =
k

:<a+1+%) —(@+1
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K
b). Let [Q4] < (a +1+ %) —(a+1)< % is true by the assump-
k
tion. Suppose also that |Qy,| < (a +1+ %) —(a+1) <% . We shall
k
prove that |Q,,42| < (a +1+ %) —(a+1)< %. Denote by QX =p €

C. Since |Qzpn+2| = |Q§n+1 + Cl = |(Q§n + C)k + C| =+ C)k +

so by analogous to the point a), taking in account that |gq| < R—lk we obtain

k
|Qon42| < (a +1+ %) —(a+1)< %. Thus by mathematical induction

k
we have that |Q,,| < (a +1 +$) —(a+1)< %for every n > 2.

Lemma 2.3. Let k > 4 and the recurrence R,,,; = R¥ + cholds for
every n > 1 where R; = ¢. We suppose that |c — w| < a with a« € (0,1)
where w isa solution of the equation z¥** = —1. Then |R,| < (a + 1)* +
a—1.

Proof: i). Let k=2p+1>4 andt:=w?? € C, wherewis a
solution of the equation z*¥*!* = —1. Then t = —Wi = —% = —w and

2 1\?P
t“P = (— ;) = —w. Let |c — w| < a for a € (0,1). Therefore

lc+t?*|=|c—w|=|c—Ww|=|c+t|<a. Hence, taking into
consideration lemma 2.2, we obtain the following:
IRyl = |[R¥ +¢c| =1c% +¢| =
|(€+ )2 — C3t(c+ )P + CE,t2(C+ )P 72 — -
e L R B N
6+ t1%P + CLIE+ 1P 4 o+ P E+ t] + [c + £ <
a?? + Cypa?P™t + o+ szg_la +ta=(@+1D?*+a-1
=(a+D"+a-1
i1). Let k = 2p = 4, w a solution of the equation z
and |c — w| < a with a € (0,1). We denote byt = w?P*1 € C. Then |c| <
a+1, lw| = |t| = 1, w?P*l = —ip, £2P+1 = (W2PH+1)2p+1 —

k+1 _ ZZp+2 = -1
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1 2p+1 1 _ _ _ _ _
(—;) = =W soac—w=Cc—w=c—(-t)=c+t and
thus |c — t??*1| = |c —w| = |c —w| = | + t| < a. Hence, taking into

consideration lemma 2.3, we obtain the following:
IRyl = |R¥ + ¢c| = e + ¢| =
|(€+ ©)PF = CF, 11t (C+ )P + CZ, t2(C+ )P —
+CP  tPPE+ ) — P 4| <
€+ t12P* + €Ly [T+ E|2P + o+ G IE+ t] + e — t2PH] <
a?P*t 4+ Cyp 0P 4 4 C225+1a +a=(a+1)?"!T+a—-1
=(a+Drf+a-1
Hence we conclude that if w is a solution of the equation z
and |c — w| < a € (0,1) then |R,| < (a + 1)¥ + a — 1 for every k > 4.
Lemma 2.4. Let k > 4 and therecurrenceR,,,, = R,," + ¢ holds for
every n > 1 where R, = ¢. We suppose that |c — w| < a with a € (0,1)
wherew isa solution of the equation z¥*1 = —1. If thereexistsR > 1 such
that |R,| < (a + 1D + @ — 1 < =, then

k+1 -1

k
a).|R4|S(a+1+Rik) +a-1

1\k 1
b). If IR<(a+1+2) +a—1<3: then|Ry,| < (a+1+

L) 1<=f > 2
F) +a-— <E or everyn = 2.

Proof: a). From conditions of lemma we have |R,| = |R_1k + c| =
Ick+el<(@a+DfF+a—-1< %. Denote by R¥ = r. From here we have
IRyl = |R5" +c| = |(RY + &) + c| =
=|r+f+cl<|r+O)k—ck|+|ck+c| =
=lr[r+o)* 1+ @+ 2c+ -+ (r+o)c 2+ + ¢k + | <

< |rl[(r] + 1eD* 1 + (Ir| + [eD*2]e] + -+ + (7] + |eD|c|*~2
+ e+ |ck + | <
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ﬁl(ﬁ+a+1> +(ﬁ+a+1> (@+ D)+ 4 (a+ 1D)F?

+(@+Df—(a+1) =
1\K
=(a+1+ﬁ) —(a+1)

b). For n =2 we have|R,| S(a+1+R—1k)k+a—1<% . We
suppose now that |R,,| < (a +1+ ﬁ)k +a—-1< % and we prove that
IRops2| < (a +1+ %)k +a—-1< %. Denote by R¥, = r. We have
Ronsal = |Ronrs +¢| = |(RE,+0)" +¢| =1+ ) +cl.

Conducting similar reasoning, we obtain |R,, 45| < (oc +1+ %)k +
a—1< %. Thus by mathematical induction we have that

1\K 1
|Ryn| < (a+ 1+§) +a—1<_foreveryn = 2.
B. Applications to multibrot and multicorn sets

Theorem 2.1. Let M, be the multibrot set for every k > 2. Then:
5 1
a). B (—1,1—0) c M,

b). B (wl—lz) Cc M; wherew is a solution of the equation z? = —1.

c).B (wﬁ) c M, wherew is a solution of the equation z¥~1 = —1
for every k > 4.

Proof: For this proof we will use the recurrence Q,,,; = QX + ¢ for
every n = 1 where Q; = cand k > 2.

a). For k = 2 we have Q,,,; = Q2 + ¢ for everyn > 1 where Q; = ¢
andletw = —1.For|c—w|=|c+ 1| < 1—10wehave Q.1 = |c| < 1—(1). Thus

we obtain
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1 11
= 2 = 2 = = Gl [y 1in
Q.1 =107 +¢c| =|c? +¢c| = |c(c+ 1)| = |c||c + 1] —(10> (10)

= 1—011<02—1
100 “ 5

Moreover
|Qsl = 1(Q3 +0)* + ¢l = 1Q5 +2cQ5 + c* +¢| <

[Q21* + 2|c||Q,]* + |c* + |<<1>4+2<11><1>2+11~01996
@2 cllQzl” + ™ + el < (g 10/\5) T100 "

<oz—1
“ 75

Hence by lemma 2.2, point b), we have |Q,,| < % foreveryn > 1 and

thus Q,, + o0 when n — 0. So we obtain that B (—1,1—10) c M,.

b). For k = 3 we have Q.1 = Q3 + c foreveryn = 1 where Q; = ¢
and let w? = —1 which implies w € {i,—i}. Let w = —i and consider
lc—w|=|c+i|l < %.Then we have [Q,| = |c| < Sand thus
Q21 = 1QF +cl = |c® +c| = c(c? + DI < lc[(c +D)* = 2i(c +D)]| =

lcll(c + )% = 2i(c+ )| < lcl(lc +i]? + 2|c +i]) <

<13>[ L +2(1 ]— 325 ~01880<025—1
12/ 1144 12) T 1728~ YTy

Moreover
1Qsl = 1(Q3 + )3 + ¢ = |QF +3cQS +3c2Q3 + 3 +c¢| <
1Q21° + 3lcllQ21¢ + 3lcl?|Q2 P + I3 +¢| <

B s 3B () +Z < 02036 <025
4 12/ \4 12) \4) "1728°7 Ty
Hence by lemma 2.2, point b), we have |Q,, | < %for every n = 1 and

thus Q,, » % when n — oo, Thus B (—i,%) C M3. There is similar proof

for w = i. Hence B (W, %) C M3 where w is a solution of the equation
z? = —1.

c). Let k > 4 and we make first the following remarks:



D. Dumitru, G. Dallakyan 13

i). For R > 1.25 the sequence (&) xs4 Where &, = L forevery k > 4

is decreasing. (Indeed, we have that kzl = (::1) (R:) Mciok+
1 <Rk & 1 < k(R — 1) which is true for R > 1.25 and k > 4. Hence we
obtainthat 0 < ¢, < g, = % for every k > 4).
i1). According to ([5]), for every r >0 and x > —1 we have a
generalized version of Bernoulli’s inequality that is
1+4rx<(14+x)"<e™
We return to our proof.Suppose now that w is a solution of the

equation z¥~! = —1 and |c —w| < % = a. Then from lemma 2.1 we have
0, < (@+Drk—(a+1) <ek—(a+1)=e'5—(a+1)
<el/s 1~02214<1 !
¢ 4™ R
Thus we obtain R = 4 and the sequence g, = fk for every k > 4

verifies 0 < g, < g, = é. Then from lemma 2.2. we have

1 k k(a+i)
|Q4|<< +a+1> —(a+1)<e 4k — (@ +1)
1 1
1 k 1. 4
e(5 4")—(a+1)<e(§4_4)—(a+1)<e(5 ﬂ)—1~02400<025
_1_1
4 R

Hence by lemma 2.2, point b), we have that |Q,,| < i for every n >

1 and thus Q, +» % when n — oo. Thus B (W, sik) C M}, where w is a

solution of the equation z*¥~1 = —1 for every k > 4.
Theorem 2.2. Let M be the multicorn set for every k > 2. Then:

a). B( 7) c M, wherew isa solution of the equation z3 = —1.

b). B( ) c M;wherew isa solution of the equation z* = —1.
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c).B (w, Gik) c M wherew isa solution of the equation zk*1 = —1

for every k > 4.

Proof: For this proof we will use the recurrence R, = R_nk + ¢ for

everyn = 1 where Ry = cand k > 2.
a). For k = 2 we have R,,;; = R_n2 + ¢ for every n > 1 where R; =
1

c.Suppose that w is a solution of the equation z3 = —land|c — w| < pvt

Then|R,| = |c| < g. Thus we obtain
IRl = |R” +c| =122 +cl = |G+ w)? — 2w?(@ + w?) + w? + | =

[(c+w)? —=2w2(C+w?)+c—w| < |c+w?|?+2|]c+w?|+ |c—w|

<
() +3(n) - 8 _ 01111 <02 = 2
27 27) 19683 “ 5
Moreover
|R4|=|R_32+c|=|(R§+E)2+c|=|R§+25R§+52+c|s
IR,|* + 2|2l IR, |2 + |22 + |<:(1>4+-2<28>(1)2+-2188 ~ 0.1970
2 cliflm e+ el =13 27)\5) T 19683~
1
<02==
5

Hence by lemma 2.5, point b), we have |R,, | < % foreveryn > 1 and

. = 1 .
thus R,, » oo when n — oo. So we obtain that B (W, ;) C M, where w is

a solution of the equation z3 = —1.

b). Fork = 3 wehave R,,; = R,,_ + c foreveryn > 1 where R, = c.
Suppose that w is a solution of the equation z* = —1 and |c —w| < %
Then [R,| = |c| < ;—z and | + w3| < % Thus we obtain

IRy| = R +¢| = 1% + cl
=|C+w33-3w3C+w??2+3w(C+w3)—w+c| <
[c+w3P+3|lc+w32+3lc+w3|+|c—w| <
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() +3(n) +4(5) = 2 = 01796 <
23 23 23) 12167 — 4
Moreover

Ryl = |R5" +c| = (R + ©)° + c| = IR + 3CRS + 362RS + &% + ¢| <

IR,1% + 3IElIR,|® + 3IEI?[RI° + |23 + ] <
3

() +3CH ) +2 (3 () + 2% ~02ma <025 -1
4 23/ \4 23) \4 12167 — YTy

Hence by lemma 2.5, point b), we have |R,,,| < % foreveryn > 1 and

thus R,, » o whenn — oo, Thus B (W, %) C M3 where w is a solution of
the equation z* = —1.
c). Let k = 4 and for the sake of the completion of the paper we

remindthe following remarks similar to point c) of theorem 2.1:

i). For R > 1.25 the sequence (&) ys4 Where &, = ;—k forevery k > 4
is decreasing.
i1). According to ([5]), for every r >0 and x > —1 we have a

generalized version of Bernoulli’s inequality that is 1 +rx < (1 + x)" <
e™.
We return to our proof. Suppose now that w is a solution of the

. 1
equation z¥*! = —1 and |c — w| < = Then from lemma 2.4 we have

1
|R2|S(d+1)k+(l—1Sek“+a—1=el/6+a_1

1 1
1/6 — 1 ~ —
<e +24 1_0.2230<4

Thus we obtain R = 4 and the sequence &, = 4% for every k = 4

verifies 0 < g, < g, = é. Then from lemma 2.5. we have

1 k S 1,1
|R4|S(4—k+a+1> +a—1£ek(a+4")+a—1=ek(6k+4")+a—1

1.k 1 1.4 1
e(6+4k) -|-a —-1< e(6+44) + Vi 1=0.2416 < 0.25 =

e
|
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Hence by lemma 2.5, point b), we have that |R,, | < % for every n >

1 and thus R, » o when n — oo. Thus B (W,ﬁ) c M} where w is a

solution of the equation z¥*' = —1 for every k > 4.
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O PAIJUYCE 3AMKHYTOI'O IIAPA, BKIIIOYEHHOT'O B
MHOTI'OBPOTHBIE U MHOT'OKOPHEBBIE MHOKECTBA

. Jymumpy, I'. /lannakan

AHHOTALIMUSA

Ienpro NaHHOM CTAaTBbU SIBIAETCS BBIYMCIICHHE paJndyca 3aMKHYTOIO Iapa,
BKJIIOYEHHOTO B MHOTOOPOTHBIC U MHOTOKOpPHEBBIE MHOXKeCTBA. PaccmarpuBas w € C

k=1 _

KaK pelleHHe ypaBHEHHS Z —1, MbI BbluMcisgeM paguyc r > 0 Takoii, 4To

B(w,r) ={z € C| |z — w| < r} conepkurcs B MHOTOOPOTHBIX MHOKECTBAX M, st

kaxaoro k > 2. Paccmarpusas w € C kak pemrenue ypaBHenus z*t1 =

—1, MBI
BBIUMCIIsleM paauyc 7 > 0 Takod, uto B(W,T) COMEpKUTCS B MHOTOKOPHEBBIX
MHOXecTBax M), uisi Kaxaoro k = 2.

KiwueBblie cj10Ba: MHO)KECTBO MaHaeap0poTa, MHOTOOPOTHOE MHOYKECTBO,

MHOTOKOPHEBOC MHOXCCTBO.
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1. Introduction

A binary algebra (@Q; Z)is called an invertible algebra or system of

quasigroups if each operation in £ is a quasigroup operation. Invertible
algebras with second-order formulas were first considered by Shaufler [1]
in connection with coding theory. He pointed out that the resulting message
would be more difficult to decode by an unauthorized receiver than in the
case when a single operation is used for calculation. Later such algebras
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were investigated by J. Aczel [2], V. Belousov [3, 4], A. Sade [5], Yu.
Movsisyan [6]-[10] and others.
It is well known [11] that with each quasigroup A the next five

quasigroups are connected:

™Y Tl hath,( )T a4,
where A" (x,v) = A(v,x). These quasigroups are called inverse
quasigroups or parastrophes. Like this, with each invertible algebra (Q; £)
the next five invertible algebras are connected:
(@ Z7H)@72).(@ 'ETN@( TIE)T.(@ ),
where
I'={A"YA e}
ly={ "'A41A4 €15},
TEH={ A HlAa ez}
( 757 ={ "AHTIAez}
I"={A'|A €L}

Each of these invertible algebras is called parastrophies of the algebra
(@ 2).
Let us recall that the following absolutely closed second-order

formula;:
\'."Xl ..... XmV.\‘l.. - X,-_ ((dl = (d:),
VX1 0 X3 Xt 100 s Xm VX 1re e X (01 = @3),

where w,, @, are words written in the functional variables, X,,..., X,,, and
in the objective variables, xy,...,: x,, are called ¥(V)-identity or
hyperidentity and ¥3(V¥)-identity. For details about such formulas see [7].

An important role in the theory of quasigroups is played by the
concept of isotopy. The groupoid Q@(A4) is called isotopic to the groupoid

Q(B) if there exist three maps @B,y of Qto @ such that
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yB(x,y) = A(ax,fy) for all x,y €Q. The isotopy of the form
T = (a,B,€), where €is the identity map, is called principal isotopy.

Quasigroups isotopic to the groups or their different subclasses and
identities generating them were studied by many authors. The concept of
linear and left (right) linear quasigroups was introduced by Belousov in [4].
Later there were defined linear and left (right) linear invertible algebras,
which were characterized by second-order formulas [12, 13, 8]. In the [14]
they bring in the notion of identity with permutations, with which they
characterize identities bringing to the isotopy of quasigroups to groups or
linearity of the quasigroup. By analogy with [14] we introduced the notion
of the hyperidentities with permutations at [15].

We will consider second-order formulas (calling them hyperidentities
with permutations or hyperidentities in (Q; £)) of the following form:

BAEA(B T B(Bs " x, 8.7 y). BT z) = B(BL x,Bs 7 A(Be " y. By 7 2)),

where X, ¥, Z are objective variables, ﬁf“s(i =1, ..., 9) are permutations on
Q dependenton 4, B € I, By performance of parameter replacements those

second-order formulas may be transformed to second-order formulas with
less number of parameters:

A.B

a;? A(as®B(x,y),z) = B(ai"x,a; "A(al® ut3)

Al y.a;, z)).

In this paper, we obtained characterizations of linear invertible
algebras.

2. Auxiliary concepts and results

In this section we present some concepts and results, which are
necessary for further considerations.
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Definition 2.1. An invertible algebra (Q; Z) is called left (right) linear

over a group (@; +), if every operation A € I has the form:

A(x,y) = ¢ux + B4y (A(xy) = azx +y,y),
where £, (respectively @) is a permutation of the set @, and @, (respectively
is ¥, ) is an automorphism of the group (@; +).

An invertible algebra is called left (right) linear if it is left(right) linear
over some group (@; +).

Definition 2.2. The triplet T = (a,f,¥) of permutations of the set @
is called an autotopy of the groupoid Q(*), if the following identity:

y(x:y) = ax-By
is true for Vx,y € Q.

Consequently, the concept of autotopy is the particular case of the
concept of isotopy. It is sufficient to state that A = B If T = (a@.f,¥) is an
autotopy of the groupoid Q(A), then we write AT =A. In case if
a= B =y, then the triplet T = (a,a@, @) is an automorphism of the
groupoid Q(*). It is easy to see that the set of autotopies of Q(*) forms a
group.

Definition 2.3. The third component y of the autotopy T = (@.B,y)
of the groupoid Q(*) is called quasi-automorphism of the groupoid @(*). In
other words, a permutation y: @ — @ is called quasi-automorphism of the
groupoid Q(*), if there exist permutations &, f: Q — @ such that

y(x'y) = ax- By,
i.e. T = (a.B,y) is an autotopy of the groupoid Q(-).

In the case of groups, quasi-automorphisms have an easy
construction.

Lemma 2.1. [4] Any quasi-automorphism ¥ of a group @(*) has the
form:

y =Ry, (v =L,6) (2.1)
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where  y,(8,) is an automorphism of the group Q(*),

Rx = x-s(L,x = s-x), s € Q and, reversely, the map ¥ defined by the
equality (2.1) is a quasi-automorphism of the group Q(*).

Theorem 2.1. [4] Let the nonempty set @ form a quasigroup under
four operations A;(i = 1,2,3,4). If these operations satisfy the following
identity:

Ay (A3 (1,),2) = A3(x,A4(3,2)), (2.2)
then there exists an operation (*) under which @ forms a group isotopic to

all these four quasigroups.
Theorem 2.2. [13]
The invertible algebra (@; Z) is a left linear if and only if for all

A, B € ¥ the following second-order formula
A(B(x,B"*(w,¥)),z) = A(B(x,B"*(w,u)),A *(w,A(y,2))),
is valid in the algebra (Q; £ UZ ™),
Theorem 2.3. [13]
The invertible algebra (Q; X) is a right linear if and only if for all

A, B € ¥ the following second-order formula
A(x,B("'B(y,u),2)) = A( "!A(A(x,y),u),B("*B(w,u),z2)),
is valid in the algebra (@; £ U ~'X ),

3. Left and right linear invertible algebras

Theorem 3.1. If the second-order formula
A(B(x,y).z) = A(af’ax,a';"sA( a';"s_r. z)) (3.1)
is valid in the invertible algebra (Q; Z)for all A,B € £ and for some
permutations ff:w (i = 1,2,3), then the algebra (Q; Z) is left linear.
Conversely, if the invertible algebra (Q; Z) is left right linear, then
for all A, B € X exists ﬂ':w (i = 1,2,3) such that the second-order formula

(3.1) is valid in the algebra (Q; ).
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Proof. Let (3.1) hold in (Q; £) for all A,.B €ZX and for some

permutations ﬂ':‘ (f = 1,2,3). The identity (3.1) is a particular case of the
associativity equation (2.2), where
A(0y) = Axy),  A(xy) = B(x.y),

Ay(xy) = A@@xy),  A(xy) = abP A xy).

According to Theorem 2.1, the quasigroups 4, 4,, A3, A, are isotopic
to the same group @(*), hence the operations 4, B are isotopic to @(*). Since
the operations Aand B are arbitrary, we obtain that all operations from & are
isotopic to this group.

For every X € X let us define the operation:

X +5 ¥ = X(Ryax, Lypy), (3:2)
where a, b are some fixed elements from @ .

The operation +y is a loop operation with the identity element
0, = X(b,a). Obviously, (Q,+3) is a loop isotopic to the group @(*).
Hence, by Albert's theorem, it is a group. For every X € I each (Q, +3) is
a group. So, (3.1) can be rewritten in the form:

A.B

. . L AB
Rya(Rgox +pLlg,y) t4Llspz = Ry @,

. AB s =3
x H4 Lap@y” (Rya@y” ¥y +x Lyy2).

Taking z = L3304 in the last equality, we have

B AB A.B

: . A . 2
Ria(RgoXx +5Llgpy) = Ryo@” x 4 La Ry a3 y.

Ria(x +5¥) = azpx +4 B, 5V, (3.3)
AB - AB AB,—
where @45 = Ry o@) Rza Baz = Lap@: Ryaa3™ Ly,
are permutations of the set @ . Since the operations 4 and B are arbitrary we
can take A = B in (3.3). Hence
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Rua(x +4¥) = ayux +4 Baay (34)
From (3.3) and (3.4) we have
azsX t5Bis Y = @uax +aBiay
X +4 Y= YapX 5045 (3:5)

where ¥, = @15@4 and 845 = PBi5Bs. are permutations of the set @
Hence, according to (3.5) we get
Ria(x +5Y) = Yap @usX +5045Basy

i.e. R4 is a quasiautomorphism of the group (@; +5). Since A is arbitrary
we have that R4, is a quasiautomorphism of the group (Q; +5) for all
operations A € L

According to (3.2) we have

A(x,¥) = Ry talypy.

This, according to (3.5), gives:

A(x,y) = 645 x+5 655 ¥, (3:6)
where 1z = ¥, 5Raa and 65z = ;5L are permutations of the set
Q. Thus, we can represent every operation from £ by the operation +5.

Let+ = +5. We prove that 8 5 is a quasiautomorphism of the group
(Q: +). To do it, we take z = (855) ~'0g in (3.1) and rewrite this

quality in the form:

1 : N1Q2 - — pl AB 2 AB:p1 AB_ , p2
645(Rgax +Lg,y)+ 655z = 655a] x"'easaz (Bisa;" y +6552),
1 B =, V- 1 AEB 2 A,Bn1 AFE
6i5(RpoX +Lg,y) = Gpay x +6;5a, 6 5a;7 .

The last equality shows that iz isa quasiautomorphism of the group
(Q; +). According to Lemma 2.1 we have

1 o - L
GA.B'X — ¢A‘l i SA’
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where @, is an automorphism of the group (@; +) and s, is some element
of the set @. Hence, it follows from (3.6) that
A(x,y) = @ax + B,y (3.7)

where B,y = s3 + 85 5V. Since A is an arbitrary operation we obtain that
all operations from £ can be represented in the form (3.7), i.e., the algebra
(Q; %) is left linear.

Conversely, if the invertible algebra is a left linear, then the following
formula is valid in that algebra Theorem 2.2:

A(B(x,B"*(w,¥)).z) = A(B(x,B™*(w,u)), A (w,A(y.2)))

Having into consideration the following equalities:

B Y(x,y) = Lg%y
A(x,y) = Ry x
the formula may be re-written in the following form:
A(B(x,¥),2) = A(Rgs(uwX LanA(Lguy, 2)).
By taking © = @ where @ is a fixed element from the @ we are getting

the identity (3.1), where

AB _ - AB _ ;-1 _AB _
a," =Rpp-i(aq) Ay =Ly, @3 =Lgg

Corollary 3.1. [14] The class of left linear quasigroups is
characterized by the following identity with permutations
Xy Z = R, ,x* LMLy %)
for some fixed element a € Q.
Similarly, we can prove the following theorem.
Theorem 3.2. If the identity
A(x,B(y,2)) = A('afBA(.t‘,a?‘B}'_).a'.:"sz) (3.8)
is valid in the invertible algebra (Q; L) for all A,B € £ and for some

permutations @~ (i = 1,2,3), then the algebra (Q; Z) is right linear.
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Conversely, if the invertible algebra (@; ) is right linear, then for all

A,B € T there exists @ (i = 1,2,3) such that the identity (3.8) is valid
in the algebra (@; ¥).

Corollary 3.2. [14] The class of right linear quasigroups is

characterized by the following identity with permutations

x(yz) = R*(x* R,Y) " Lojaz

for some fixed element a € @ .

10.

11.

12.
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CBEPXTOXIECTBA C IOACTAHOBKAMM, ITPUBOJAIIINMUA
K JJUHEMHOCTHU OBPATUMBIX BUHAPHBIX AJITEBP

C.C. daguoos, /I.A. Illlaxnazapan

B mannoi#t pabote ¢ ucnoap3oBaHuEM (OpMyYIT BTOPOTO MOPSIIKA IIOTyYeHEI Xa-

PaKTEPUCTHKH OOPATUMBIX OMHAPHBIX alIreOp ¢ pa3nUIHBIMU THIIAMU JTHHEHHOCTH.

KaroueBble cioBa: oOparumas anreOpa, JTuHeiHas oOpaTmmas anredpa,

Q)opMyna BTOpPOTO IOpsAKa, CBEPXTOKACCTBO, CBEPXTOKACCTBO C MOACTAHOBKAMH,
H30TOIIus.
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ABSTRACT

The present work deals with the case where the layer has a
piezoelectric property of cubic symmetry. The effect of boundary
conditions on the outer boundary of the layer is investigated. Conditions
of surface waves appearance are determined.

Keywords: piezoelectric, cubic symmetry, surface wave, elastic
layer.

There is extensive literature on the propagation of elastic waves in
piezoactive environments. These works can be found, in particular, in
monographs [1-4]. A number of problems have also been investigated on
shear surface waves in a layer-half-space system (Lyava-type waves), in the
case where the layer material has a piezoactive property of hexagonal
symmetry crystals of class 6mm [4-6]. In a rectangular Cartesian coordinate
system(x, y,z), the piezoactive elastic layer occupies an area
—co < x<oo, —h <y <0,—c0< z< 00,

The half-space —eo<x<0,0<y<oo,—0<z<eois an elastic,

electrically inactive (insensitive) material.
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It is assumed that the material of the layer has the property of
piezoelectric property of cubic symmetry, for which the equations of
propagation of shear electroelastic waves in quasistatic approximation are
true [1, 2].

C44AW+261482_¢)=p82w 8A(0—2€14az—w=
oxdy oxay

In (1.1) Cy4s is shear modulus, e;s is piezoelectric interaction

0 (1.1)

coefficient , € is permittivity, p isdensity of material layer, w (x,y,) is shear
displacement function, ¢ (x,),¢) is electric potential function, 4 is dimetric
Laplace operator.

The equation of pure shear wave propagation is used for half-space

2

=9 2 G (12)
ot Py

Here C, is the shear wave propagation rate, G is the module of shear, p, is

the density of the half-space material.
Fade Condition Required
limw, =0 (1.3)

yosoe
Conditions of continuity of movement, tangential voltage and
conditions of electric field grounding are accepted on the contact of surface
of layer and half-space connection
w =0,0 =0, ¢=0wheny=0 (1.4)
Different options for boundary conditions will be considered at the
outer boundary of the layer y =—h.

The solution of the system of equations (1.1) is presented in the form
of harmonic waves
w=f(y)expi(wt—kx), p=g(y)expi(wt—kx) (1.5)
Substitution (1.5) in (1.1) results in the solution of the following
system of ordinary differential equations
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f”+k2ﬂﬁf—2ikzj—4g':o (1.6)

44

g —Kg+2ik 9% £ =0
&

| & C
ﬂl = k2c2 _1’ Ctzl :f (17)
t1

Given that steady-state waves (oscillations) are considered, it is

where

possible to determine f” from the second equation of the system (1.6) and

substituting in the first equation, having previously been determined. As a
result, we get the ordinary differential equation of the fourth degree

g]V+k2(ﬂ]2_l_z)g11_k4ﬂ]2g:0
(1.8)
where
e
€C44

is a coefficient of electromechanical coupling of piezocrystals of cubic

y=4 (1.9)

symmetry.
The solution of equation (1.8) is represented by
g(y)=Be” (1.10)
Substitution (1.10) into (1.8) results in a solution to the biquadrate
equation with respect to a parameter p that will have two (plus and minus)

imaginary roots and two imputable ones. The general solution of equation
(1.8) is written as follows:

g=Bsinkp,y + B, coskp,y + B, s hkp,y + B,chkp,y (1.11)

where

1 2 2 2 2 12
Po= B 1= 4 (B -1-2)] a1

The solution for the function f is from the second equation of the

system (1.6) taking into account (1.12)
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i€ | pt+1 ) 21
f= _|:pl—(B1 cos kp,y — B, sin kp1y) + & (B3Chkp2y +B4Shkp2y)} (1.13)
2e, p )2

Corresponding solution of equation (1.2) in the half-plane satisfying

the damping condition (1.3) will be
w, = f,(y)expi(wt —kx) (1.14)

b @
fo(v)=4e", B, =,/1——k2 ; (1.15)
€

2. Taking into account the material equations

O-yz:C44a_W+el4a_¢a O';?:Ga_w (2.1)
ady ox dy

and representations of solutions of equations in the form of (1.5) and (1.14)

where

boundary conditions on contact surface (1.4) are obtained in the form of
f=1,Gf=C,f, g=0aty=0 (2.2)
Requirements that the functions (1.11), (1.13) and (1.14) satisfy the

boundary conditions (2.2) result in the following connections between
arbitrary permanent

. 2 2
4= € p1+1B1+p2 lB3 ,
2e,,

P P>
5,64 Z%[(plz +1)Bz_(p§ _1)34}: (2.3)
B,+B,=0

By excluding an arbitrary constant A, the system (2.3) is replaced by
equations

P+l P -1
sz(plp B+ plp B, |=C,, (plz +p22)Bze B, =-B, (2.4)
| 2

Let conditions be set on the outer boundary of the layer
0,=0,p=0aty=-h (2.5)
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Requiring that the solutions obtained above satisfy the boundary
conditions (2.5) and considering B, =-B,that we obtain an equation

regarding arbitrary constants B,,B,, B,
B, sinkp, i — B, (coskp, h—chkp, i)+ B, shkp, h =0 (2.6)

(7 +1) B,sinkp, i B[ (p; +1) coskpyh—( p} ~1)chkp, h—(p; 1) Byshkp, 4 |=0

Equation (2.6) together with the first equation from (2.4) makes up a
system of three homogeneous algebraic equations with respect to arbitrary
constants B, B,, B, . The condition that the determinant of this system is
equal to zero gives an equation that determines the phase velocities of
surface waves

Equality of zero determinant of the system of equations (2.4), (2.6)
after some transformations is given to

(i + p3 )sinp, khshp, kh+ S, ( p — p; +2)sinp, khchp, kh—

2.7)
~S,shp, kh| 2(p} =1)chp, kh—(p} + p3 ) cosp, kh | =0

where
,B2G(p12+1) g = ﬂzG(pZZ_l)
Cu(pi+P3)n ~ Culpi+pi)p:

S = (2.8)

In particular case of absence of piezoeffect (¥ =0), equation (2.7) is

given to known equation of Love surface wave problem [7].

_ BG
tg B kh = g (2.9)

As is known, equation (2.9) 5, =0 (5‘7%2 = sz) determines at what

kh time the n-th mode of the Love’s wave will appear.

cr )2
kh=|—2~1| nz, (n=0,1,2..) (2.10)

tl
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Similarly to the Love’s task, from equation (2.7) for the n-th mode if
we take into account the piezoeffect, it is obtained
kh = ynr (2.11)
where

2 2 2 2 2
y=+2 \/[%—2—4 +4(%—1]+£%—2—1] (2.12)

t1 t1 t1

The table shows the meaning of y for the case C; = 2Ct;,

X 0,00 0,1 0,2 0,3 0,4 0,5
4 1,00 1,026 | 1,051 |1,078| 1,105 | 1,131

It follows that the larger the electromechanical coupling coefficient
is, the larger the next surface wave mode appears for larger values k# .
3. In this paragraph another variant of boundary conditions at the outer
boundary of the layer is considered
w=0,D,=0 aty=—h (3.1)
Taking into account the material eguation for the induction of an
electric field

D, =-£924¢,99 (3.2)
dy ox
and (1.5), the boundary conditions lead to
f=0,g'=0aty=—h (3.3)

The requirement that (1.11), (1.13) satisfy (3.3) leads to the following
algebraic equation for arbitrary constants B, .

2 2
b jl (B, coskp,h+ B, sinkplh)+p2 ! (B,chkp, h—B,shkp, h)=0
pl pz (34)
p,B, coskph— p,B, sinkp,h+p, B,chkp, h—p, B,shkp, h=0

The equation (3.4) with (2.4) makes up a homogeneous system of

equations for the four sought constants B, (i =1, 2,3,4). The condition that
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the determinant of this system is equal to zero after some transformations
leads to the following dispersion equation

pos (P2 —pf)coskplh+ﬂzci[p2(plz +1)sinkp i+ p, (P2 —l)shkpzh}:o (3.5)
44

The condition for the appearance of a surface wave of n -mode of Love
type, as in the previous case, is seen from the equation (3.5), considering

ﬁz =0
coskp,h=0(3.6) or

fh = 7(%+ mj (3.7)
In (3.7) ¥ can be determinedby (2.13). Comparison of (2.12) and (3.7)
shows that appearance of modes differ by% .

Based on equation (3.5), particularly
(kp,h)* <<1,(kp,h)" <<1 (3.8)

we consider the following equation

L(a)lkh)s[ﬁzcﬁ—lJ(ﬂlz—l—x)z+4ﬁf=o (3.9)

44

Conclusion. A generalized Love problem has been investigated in the
case where the material is a class 6mm piezoelectric. The dispersion
equation of the problem is obtained. Conditions of surface wave modes
appearance depending on electromechanical coupling coefficient are
determined.
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BOJIHBI THUIIA JISAIBA B CUCTEME KYBUYECKAS CUMMETPUSI-
MBE3O2JIEKTPUYECKUM CJIOU-TTIOJTYITPOCTPAHCTBO

A.X. Bepoepan, B.I. I'apakoes
AHHOTALUSL

B Hacrosmiel paboTe paccMaTpUBAETCs BAPHAHT, KOTAa CIIOH 00J1aiaeT Mbe30-
IIEKTPUIECKUM CBOWCTBOM KyOW4ecKOH cuMMeTpu. Mccnenyercs BIusSHUE TpaHud-
HBIX YCJIOBUH Ha BHEIIHEH rpanuiie ciog. ONnpenensiorcs ycloBHs MOSBIEHUS I10-
BEPXHOCTHBIX BOJIH.
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ABSTRACT

In many applications of machine learning, it is desirable to have
models which not only have good accuracy on the prediction task but are
also “fair” with respect to some protected variable. One approach to
achieving fairness is to learn an invariant representation of the data with
respect to that variable and then learn the predictor on top of the
representation. Recently, an information-theoretic approach called DSF
(Discovery and Separation of Features) was introduced, which
demonstrated strong results on several datasets where the label and the
protected variable are independent. In this paper we extend the model to
work in cases when the protected variable is correlated with the label. We
perform experiments on a small image classification dataset and show
that our model enables significantly better tradeoffs between accuracy
and fairness.

Keywords: machine learning, representation learning, information
theory.

1. Introduction

Learning “fair” or “invariant” representations of data with respect to
some protected variable is an important task in machine learning. In
supervised learning, the goal is to find a function which can predict an
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unknown variable y from the given variable x. In some applications, it is
also necessary to guarantee the function does not depend on a specified
variable ¢, which might be correlated with x and/or y. For example, the
training data might have biases, which can result in functions that
discriminate against certain groups of people [1]. One general approach to
obtain functions with such guarantees is to learn a “fair” representation of
data which attempts to simultaneously satisty two constraints: it should not
contain information about the protected variable (e.g. race of the person),
but it should also keep enough information about x so that it is possible to
predict the desired variable [2].

In the context of neural networks, fair representations have been
achieved by extending variational autoen coders [3], by using adversarial
techniques (e.g. when an adversarial classifier attempts to predict the
protected information from the representation) [4], and by modifying the
objective of the variational information bottleneck [5].

In [6], the method based on information bottleneck was extended into
a full representation learning system, which can automatically discover the
features relevant for the main prediction task (predicting y) and separate
them from the rest of the features available in the data. The method is called
DSF (discovery and separation of features). Experiments have showed that
DSF learns a representation which is good enough for predicting the label,
and at the same time it cannot be used for predicting the protected variable
c. These experiments were designed under the assumption that y and c are
independent. In this paper we discuss the case when there is some
dependency between yand c. We still want to obtain a representation which
has no information about the protected variable, even if it decreases the
accuracy of predicting the label y.

In Section 2, we will describe the DSF model and will show its
limitations when y and c are not independent. Section 3 will describe our
proposed modifications to the algorithm. Section 4 will describe the
experimental setup and Section 5 will present the results of our experiments.
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2. DSF model and its limitations

We follow the notation from [7]. We will use upper case letters such
as X for random variables, and lower case letters such as x for realizations.
We assume the data comes from an unknown P (X, Y, C) joint distribution.
For simplicity, we assume the support for random variables C and Y
(denoted by £, and )y, respectively) are finite. For (x,y,c) ~ P(X,Y, (),
the goal is to learn a representation of x, z = f,(x), such that it is possible
to learn a predictor y = f,,(z) with high accuracy, while z has no
information about c.

The DSF model attempts to achieve the goal by solving the following
constrained optimization problem:

max al(Z,:Y) +1(X:{Z,,Z,})
s.t. 1(Zp:X) <1, (1)
1(Zy:Zy) =0

Here I(-:-) is Shannon mutual information between two random
variables; Z,, and Z,, are representations of X. The authors attempt to solve
(1) by maximizing the following objective:

] =al(Zy:Y) +1(X:{Zy, Zn}) — M(Zp: X) —vI(Zp: Z,) (2)

The first two terms are maximized using their variational lower
bounds from [8)]. The third term is directly optimized using a recently
introduced technique based on “echo-noise” [9]. For the fourth term, two
approaches are studied.

The first approach (called DSF-H) attempts to minimize the fourth
term of (2) by Hilbert-Schmidt independence criterion [10], so the objective
function becomes:

Jpspu = @Elogp(y|z,) + Elogp(x|{zp, 2,}) 3)
+AElog|detS, (x)| — yHSIC(z,, 2,,)

The second approach (called DSF-C) represents the fourth term as a
sum of three other mutual information terms, and ends up with the following
training objective:

Jpsp—c = aElogp(v1zp) + (1 +y)Elogp(x|{zp, 2,})

4
+(4 + y)Elog|detS, (x)| + yElog|detS, (x)| @)
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The authors of DSF perform several experiments with these two
variants. In particular, they use a dataset called MNIST-ROT [11], which
contains MNIST digits randomly (but uniformly) rotated by a € 2, =
{—45,—-22.5,0,22.5,45} degrees. The goal is to predict the original label Y
2y ={0,1,...,9}), while the learned representation should have no
information about the rotation angle. Both DSF-C and DSF-H learn to
predict Y with more than 98% accuracy from a learned representation Z,,,
while ensuring that a multi-layer perceptron trained to predict C from Z),
does not get more than 20% of accuracy. Note that p(C|Y = y) is uniform
for all y € 2y in this dataset, which implies y and ¢ are independent.

The next proposition shows that if p(C|Y = y) is not uniform, then a
representation that allows perfect classification of Y will contain at least
some information about C.

Proposition 1. If there exists a classifier fwith acc(Y|f (X)) =1,
then there exists a classifier

fe stoacc(Clfe(X)) = Zyen, P (y)rcggfgp(cw)-

Proof. Suppose we have a perfect classifier fwith acc(Y|f (X)) = 1.
We define a simple classifier f, for predicting Cfrom X. For each x, denote
the prediction of f(x) by y = f(x).

We define f¢(x) £ argmax e, .p(c|y) for every x. Basically, f¢(x)
predicts the most probable c for its predicted label y, where y = y, as f(x)
is a perfect classifier. The predicted ¢ = f-(x) will be correct with
probability max e, p(c|¥) . The accuracy of fi(x) will be this probability
weighted by the probabilities of y € (2 across the entire dataset. Note that

if p(C|y) is uniform for each y, and p(Y) is also uniform, this accuracy
1
Is to —.
equals to 2l

3. Proposed modifications to DSF
We are interested in the case when Y and C are not independent. In
particular, we consider the case when the marginal distribution p(C) is
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uniform, but p(C|Y = y) is not necessarily uniform for each y € .. This
allows non-zero mutual information between Yand C.

It is easy to see that the optimization problem (1) can have solutions
for which I(Z,:Y) = H(Y). In such solutions, Z,, will contain at least some
information about C, as I(Y: C) > 0. To avoid such solutions, we suggest
two modifications to DSF.

First, we note that maximizing I(Z,:Y) will push Z, to contain more
information about Y. We want to modify that term such that it can be
maximized without increasing mutual information between Z,and C. We
suggest to maximize I(Z,: Y|C) instead of [(Z,,:Y).

The intuition behind the second modification is that the original DSF
model does not have a mechanism to move the entire information about C
from Z, to Z, if C and Y are not independent. So, we suggest to add
additional constraints on Z,, and Z,, to have no mutual information with C.
As aresult of this, X cannot be fully represented with a concatenation of Z),
and Z,, anymore. So we also modify the second term in DSF’s objective to
maximize mutual information between X and the triplet {Z,, Z,,, C}. The
resulting optimization problem becomes:

max al(Z,:Y|C) + [(X:{Z,,Z,,C})
s.t. I(Zp:X) <1, (5)
1(Zy:Zy) =1(Z:C) =1(Z:C) =0

This problem can be solved by maximizing the following objective
function:

Jspse = al(Zy:Y|C) + I(X:{Z), Z,, C}) — A(Z: X) ®)
—YI(Zp: Zy) —vI(Zy: C) — yI(Zy: C)

We call this model supervised DSF (sDSF), as we have access to
supervision signal on C. To maximize the first term in (6), we first note that
1(Z,:Y|C) = 1(Y:{C,Z,}) — I(Y:C), where [(Y:(C) is constant and
I(Y:{C,Zy,}) can be approximated by the log-likelihood of a predictor
which predicts Y from Z,, and C. The second term can be maximized using

a “decoder”, similar to the one used in DSF. The third term can be optimized
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using the technique based on echo noise [9]. For the remaining three terms
we try two approaches, following the original implementation of DSF. The
first approach uses Hilbert-Schmidt independence criterion for all three
terms. The training objective becomes:
] aElogp(Y|Z,, C) + Elogp(X|{Z,, Z,, C}) + AElog|detS, (X)| 7
~y1HSIC(Zy, Zy) — ¥2HSIC(Z,, C) — y3HSIC(Zy, C)
The second approach follows the “independence through

Jspsp-n =

compression” strategy. To make it work, we replace the second constraint
of (5) with an equivalent constraint I(Z,:{Zy,C}) + I(Z,: C) = 0. Thus,
the objective becomes:
Jspsp-c = al(Zp:Y|C) + [(X:{Z}, Zy, C}) — Al(2p: X)
~YU(Zp:{Zn, C}) +1(Zy: 0))
= al(Zy:Y)+ A +VIX:{Zp, 2y, C}) — (A +¥)(2p: x)
—yIl(Z: X) —yI(X:C)
The latter equality follows from the following lemma.
Lemma 1. If Z, and Z,, depend only on X, then I(Z,:{Z,,C}) +
1(Zn:C) =1(Zp: X) + 1(Zy: X) + [(X:C) — [(X:{Z}, Zy,, C}).
Proof. We will use the following information-theoretic identities:
I(X:Y)=1X:2)-I(X:Z|Y) + 1(X:Y|Z) 9)
1(X:Y)Z2) =1(Y:{X,Z}) = I(Z:Y) (10)
As Z, depends only on X, we have that I(Z,,: C|X) = 0. Then,

(8)

[(Z:C) =1(Zy:X) — I(Zy: X|C) + [(Zy: C|X) (using (9))
= 1(Z: X) = [(Z,: X|C) (as I(Z,: C|X) = 0)
= 1(Zy: X) — [(X:{Z,,, C}) + 1(C: X) (using (10))

(11)
Another application of (9) gives:
1(Zp: X) = 1(Zp:{Zn, C}) — 1(Zp: {Zn, C}X) + 1(Zp: X|{Z1, C}) (12)
As Z,, also depends only on X, we have that I(z,: {z,, c}|X) = 0. So,
1(Zy:{Zn, CY) =1(Zy: X) + 1(Z,:{Z,, C}|X) — 1(Z,: X|{Z,,, C}) (from (12))
= 1(Zy: X) = 1(Zp: X|{Zy, C})
=1(Z,:X) = 1(X:{2,,Z,, C}) + 1(X:{Z,,,C})  (using (10))
By adding this identity to (11), we complete the proof.
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To optimize (8), we note that I (X: C) is constant, and I (Z,,: X) can be
minimized the same way as I(Z,:X). Hence, the training objective

becomes:

N

Jspsp—c = aElogp(Y|Z,, C) + (1 + y)Elogp(X|{Zp, Zy, C}) (13)
—(A + y)Elog|detS, (X)| — yElog|detS, (X)|

4. Experimental Setup

For our experiments we use modified version of MNIST-ROT
dataset. We keep only two digits, £2y = {4,9} and use larger rotation angles
0. ={0,445,1+90}, as MNIST digits already have small inherent
variability in rotation angles. The rotation angles are not uniformly
distributed  for each  digit. In  particular, p(C|Y =4)=
(0.3,0.25,0.2,0.15,0.1) and p(C|Y =9) = (0.1,0.15,0.2,0.25,0.3). This
ensures the marginal distribution p(C) is uniform, but a model with a
perfect accuracy on Y will have at least 30% accuracy according to
Proposition 1. Training, validation and test sets contain 7594, 1903 and
2294 samples, respectively.

Following [6], we optimize (13) and (7) using three neural networks:
an encoder, a decoder and a classifier. The encoder consists of two different
neural networks which produce independent representations Z,and Z,.
Both representations are produced using echo sampling procedure [9]. The
decoder takes these representations along with one-hot embedding of €, and
attempts to reconstruct the input image. Both encoders and the decoder are
fully convolutional networks. The classifier is a linear layer with softmax
activation. Its input is the concatenation of Z;, and one-hot embedding of C.

We perform experiments with six models: regular DSF-C, two
versions of supervised DSF: sDSF-C, sDSF-H, and three ablated version of
sSDF-C to examine the importance of its components.

We trained every model for 1000 epochs using Adam optimizer with
learning rate of 0.001. For each version of our models, we performed grid
search over A € {0.1,0.3,0.6,0.9,1.2} and y € {0.1,0.3,0.5,0.7,0.9}. We
used @ = 1 everywhere. For all experiments we set batch size to 150, size
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of Z, and Z, to 5 and 100, respectively. This difference is motivated by the
fact that Z, should only contain few bits of information relevant for
predicting Y, while Z,, should contain enough information to reconstruct X.
For each choice of hyperparameters, we take six checkpoints (on epochs
100, 200, 400, 600, 800 and 1000). We evaluate each checkpoint by training
two separate classifiers on the test set, one for predicting C from Z,, and one
for predicting Y from Z,,, and measuring accuracies of these two classifiers.
The goal is to find a model, for which acc(C|Z,) is close to random (which

is 20% in our setup) while acc(Y|Z,) is as high as possible.

5. Results
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0.35 0.35 : 0.35
LA . »
- . - — , .
5 030 ¥ .‘ 5 030 - __.,.'r 3 030 AR 7
1] T, . 5] P . =] . gt
] 4\ ] . * i3 b
% 0.25 g £ 025 ., et % 025 e
Er AL P
H -, .

0.20 0.20 ‘, 0.20 —”i 3.

05 06 07 08 09 10 05 06 07 08 08 10 05 06 07 08 09 10
acc(¥]Z) accl¥]dy) accl(¥|Zs)
sDSF-C - 1 sDSF-C - 2 sDSF-C - z,

0.35 0.35 - 0.35 .
gowt ,..‘ 3o :“ 30w .{:n..g
153 . " Y] * 11 . Ya -

E & : B - T,
3 025 % 025 - 3 025 .
. e,
2 - "
0.20 0.20 T840 0.20
05 06 07 08 09 10 05 06 07 08 09 10 05 06 07 08 09 10

ace(¥]Z) acelr|Zp) accl¥|Zs)

Figure 1. Results of the six models on modified MNIST-ROT. Horizontal and vertical
axes show acc(Y|Z,) and acc(C|Zp), respectively.

Fig. 1 shows our results. Each plot corresponds to one of the six
models described in the previous section. The points correspond to all
checkpoints of all hyperparameter choices. The coordinates of the points in
the plot show accuracies of predicting Y and C from the Z,, at the specified
checkpoint.
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The first plot shows the results of our baseline: plain DSF-C from [6].
Surprisingly, all the points are concentrated in three clusters. One cluster
corresponds to near-perfect accuracies for Y, but has around 30% accuracy
for C, as predicted by Proposition 1. The checkpoints from the second
cluster predict C with around 25% accuracy but sacrifice acc(Y|Z,) down
to around 70%. The third cluster is even worse with acc(Y|Z,) around 65%
and acc(C|Z,) around 28%.

The second and third plots of Fig.1show the versions of our models:
sDSF-C and sDSF-H. It can be seen that there are a few sDSF-C
checkpoints which have around 22% accuracy for predicting C, while
acc(Y|Z,) is around 70%. These are already superior to the baseline
models. On the other hand, sDSF-C checkpoints with less than 20.5%
acc(C|Z,) appear only with acc(Y|Z,) < 55%, which means they have
almost no information about the label. SDSF-H is slightly better than sDSF-
C by two aspects. First, the best checkpoints with acc(C|Z,) = 25% get
around 85% acc(Y|Z,). Second, the best checkpoints with acc(C|Z,) <
20% have around 67% accuracy for predicting Y.

We perform an ablation study on sDSF-C. The second row of Fig. 1
shows that our first improvement on top of DSF models (maximizing
I(Y:Z,|C) instead of I(Y: Z,)) is critical. If we remove it from sDSF-C, the
plot becomes very similar to the baseline plot. On the other hand, removal
of our second improvement (the constraint of having no information about
C in Z,and Z,) is not helpful (the fifth plot in Fig. 1). Finally, we see that
even though Z, does not directly participate in the measurements of
acc(C|Zy)and acc(Y|Zy), it has a critical role in sDSF-C. Without Z,,, the
decoder forces the encoder to store more information about C in Z,,. Tables

1 and 2 summarize the results.
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Table 1.

The best models according to acc(Y|Z)), when acc(C|Z)) is constrained.

Hyperparameters of the best model are shown in parentheses.

The best acc(Y|Z,) The best acc(Y|Z,)

ifacc(C|Z,) < 0.25 ifacc(C|Z,) < 0.21
DSF-C 0.71 (1= 1.2, 0.50 (N/A)

y = 0.5, 400 ep.)
sDSF-C 0.74 (1 = 0.6, 0.68 (4 = 1.2,

y = 0.9, 400 ep.) y = 0.7, 400 ep.)
sDSF-H 0.90 (4 = 0.1, 0.68 (1= 1.2,

y = 0.5, 800 ep.) y = 0.3, 800 ep.)
sDSF-C - 1 0.71 (1= 1.2, 0.50 (N/A)

y = 0.9, 400 ep.)
sDSF-C - 2 0.76 (A = 0.6, 0.69 (1 =1.2,

y = 0.9, 400 ep.) y = 0.9, 800 ep.)
sDSF-C - z, 0.71 (A = 1.2, 0.51 (4 = 0.3,

y = 0.9, 600 ep.) y = 0.3, 100 ep.)

Table 2.

The best models according to acc(C|Z,), when acc(Y|Z)) is at least some

threshold. Hyperparameters of the best model are shown in parentheses.

The lowest acc(C|Z,)

The lowest acc(C|Z,)

if acc(Y|Z,) = 0.69

ifacc(Y|Z,) = 0.85

DSF-C 0.24 (A= 1.2, 0.28 (4 =0.1,

y = 0.7, 400 ep.) y = 0.5, 600 ep.)
sDSF-C 0.21 (A =1.2, 0.27 (A =1.2,

y = 0.9, 600 ep.) y = 0.1, 400 ep.)
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sDSF-H 0.24 (A =1.2, 0.24 (A =0.1,

y = 0.0, 400 ep.) y = 0.5, 800 ep.)
sDSF-C - 1 0.25(A=1.2, 0.28 (A = 0.6,

y = 0.7, 400 ep.) y = 0.7, 400 ep.)
sDSF-C - 2 0.20 (1 =1.2, 0.28 (4 = 1.2,

y = 0.9, 800 ep.) y = 0.7, 800 ep.)
sDSF-C-z, |0.25( =12, 0.28 (4 = 0.9,

y = 0.9, 400 ep.) y = 0.9, 600 ep.)
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O KOMITPOMUCCE MEXIY TOYHOCTbIO
U CIIPABEJIJIMBOCTBIO B OBYUEHUH ITPEJCTABJEHU

T. I'ancman, I'. Xauampan
AHHOTALNUA

Bo MHOTHX TIPHIIOKEHUAX MAITUHHOTO 00yUYEeHUS JKEIaTeTbHO IMETh MOJIEIH,
KOTOpBIEC HE TOJIBKO O0JIQAI0T XOPOIIEH TOYHOCTBIO MPEICKA3aHUS, HO U SIBIISIOTCS
«CTIpaBeIJIMBHIMY 110 OTHOIICHHUIO K KAaKON-TO 3aIUIICHHON repeMeHHon. OqHuM U3
MOJIXOJ0B K JOCTIXKEHHIO CIPABEAJIUBOCTH ABJSETCA OOydeHHE HHBApUAHTHOMY
MPEACTaBICHUIO TaHHBIX OTHOCUTEIJILHO TO IIEpeMEHHOH, a 3aTeM 00yueHHne MOJIeTH
CBEpX JTOro mIpenacTaBieHus. HegasHo ObUT mpencraieH HHOOPMAIHOHHO-TEOPETH-
yeckuii moaxoq DSF (Discovery and Separation of Features), KOTOpbIif mpoaeMOHCT-
PHPOBAI XOPOIIKE PE3yNbTAaThI Al HECKOJIBKUX HA0OPOB JaHHBIX, TI€ METKA U 3alllH-
LIIeHHAas [IepeMeHHas He3aBUCUMBI. B TaHHOI cTaThe MBI paccMaTpUBaeM ciIydai, Kor-
Jla €CTh KOPPEJSIUS MKy METKOM U 3alUIleHHOMN nepeMmeHHoN. [IpoBeeHHbIE SKC-
MEpPUMEHTHI Ha Habopax AaHHBIX IS KIacCH(UKAIIMK HeOOIBIINX H300pakeHui To-
Ka3alld, YTO Hallla MOJIENIb MO3BOJISIET 3HAUUTENIFHO YJIYULUIUTh KOMIPOMHCC MEXIY
TOYHOCTBIO U CIIPABEATIHBOCTEHIO.

KaoueBsple cioBa: MammHHOE 00y4eHHEe, 00ydeHNE TPEACTaBICHUN, TCOPHUS
uHpOpMaLHY.
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AHHOTAIIUS

C pa3BHTHEM TEICKOMMYHHKAINOHHBIX CHCTEM HCIIONIb30BaHUE BCe-
HalpaBJICHHBIX aHTCHH CTAaHOBUTCS BCEC OoJiee BaXKHBIM H AKTYyaJIbHBIM.
Hcnonp3yemast ceiftuac mMprUHA YaCTOTHOU IMOJIOCHI YBEIMUHUBACTCS, T10-
3TOMY HEOOXOJUMO CO3/1aBaTh HOBbIE aHTCHHBI, KOTOpPbIE OyIyT UMETh
MIMPOKUH auana3oH pabodrx uyacToT. beina mccienoBaHa u paspadora
IICKOHYCHAsI aHT€HHa, Ha OCHOBE KOTOpOH ObliIa co31aHa KOITUIaHApHAS
KOHCTPYKIMs aHTeHHbI. [IpoekTupoBaHue peaIn30BaHO B IPOrpaMMHON
cpene FEKO. PesynbraThl pacueToB MpencTaBlICHBI B BUE IpadUKOB.
JaHo cpaBHEeHHE Pe3yIbTATOB PAaCUETOB JBYX AHTCHH.

KuioueBble cjioBa: BCeHANpaBiIeHHAsh aHTEHHA, LIMPOKOIOJIOCHAs
aHTEHHA, TMCKOHYCHAs aHTeHHa, mporpamMmHas cpena FEKO.
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BBenenue. /[MCKOHYCHBIE aHTEHHBI SIBIISIIOTCA PACHpPOCTPAHEHHBIM
THIIOM BCEHAIPABJICHHBIX AHTEHH U XapaKTEPU3YIOTCI CHMMETPUYHO OpU-
€HTUPOBAHHOW AMArpaMMOM B IIMPOKOM YaCTOTHOM JAMANa3oHE. AHTEHHA
COJICP’KUT M3ITydaroluil (IpUHUMAIONIHNI) JUCK, KOHUYECKYIO IIOCKOCTh
3a3eMJIeHus U U30JsaTOp Mexay Humu. Ha Puc. 1 nokaszana crpykrypa as-
TeHHBI. BX0/1HOE cOnpoTUBIIEHNE 0OBIYHO cOCTaBIsAET 0K0JI0 50 OM B mu-
POKOM AMana3oHe 4acTOT U HE COAECPKUT PEAKTUBHBIX KOMIIOHEHT, I103TO-
My KOAKCHAJIbHYIO JIMHHUIO ME€peladyl MOXHO IMOJKIIIOUUTh K aHTEHHE 0e3
JIOTIOJTHUTEILHBIX corjlacoBaTeneit [1].

B cOBpeMEHHBIX paJUOTEXHUYECKUX CUCTEMAX IIMPOKOE NPUMEHE-
HUE HAILIJIU KOIUIAHAPHBIE aHTEHHBI, KOTOPBIE B OCHOBHOM YCTaHABIIUBAIOT-
Cs Ha IMAJIEKTpHUKax. J[aHHbIe aHTEHHBI UMEIOT MaJible rabapyThl, IETKO UH-
TErPUPYIOTCS B PAAUOTEXHUYECKUE CUCTEMBI. llenbro muraHus Takou

KOHCprKI_II/II/I AHTCHH ABJISICTCS KOHHaHapHaH BOJIHOBOJIHAA JIMHUS.
IMocTanoBKa 3a1auu

boina cnpoexkTHpoBaHa JIMCKOHYCHas AaHTEHHA, TIeoMeTphuYecKas
CTPYKTypa KOTopoil npeactaieHa Ha Puc. 1. Pacuet npoBoausics st qua-
ma3zona 9actoT OT 1 I'Tu mo 5 I'Tx fuw= 1 I'T1, fuae= 5 I'Th, fo=3 I'Tx
(uenTpanbHasg yacTtoTa). Pacuer reoMeTpuyeckod CTPYKTypbl aHTEHHBI
MPOBOAMJICS TIO cienytonmmM Gopmymnam [2]:

fmin

rneK = === D; =52 uwm;
fo

A‘MaKC

1. nmametp aucka Dy = K 7

AMHKC

2. MHa Konyca H = =75 mm;

3. Obul BBIOpaH ONTHUMANBHBIA yrojl MEXIy 00Opasyromeid U OChio
koHyca 6 = 30°;

4. dunep mUTaHUS MPEJCTABISET COOOW KOAKCHUAIbHBIN Kabelb
nuametpom 2R = 0,6 mwm;

5. paccTostHuE MEXAY JUCKOM U KoHycoM S = 0,2 mm;

6. GBLT BEIOPAH ONMTHMANBHEIN HAMETp BepXa KoHyca Dy = 3 M,

7. muametp ocHoBanus KoHyca Dy = D, + 2Hsin@ = 77 mm.
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a) 6)

Puc. 1. CTpykTypa AMCKOHYCHOM aHTCHHBI: a) COOKY; 0) CBEpXY.

Ha Puc. 2 npencraBiena KorjgaHapHasi IUCKOHYCHasl aHTeHHa. M3my-
Yarolas MOBEPXHOCTh YCTAHOBJIEHA Ha aMdJeKkTpuke mapku FR4 ¢ nu-
JJICKTPUYECKON TMPOHUIAEMOCThI0 &, = 4,6 U TommmHOM h = 1,6 mm.
Pasmeper puonekrpuxa W, = 49 mm, L, = 53 mm; amamerp nucka a =

D o o
?” = 24,8 mm. lenb nuTaHus KOIJIAHAPHOM BOJHOBOJHOM JIMHUSA C BOJIHO-

BBIM comnpoTuBiaeHueM S500m, TommmuHo w = 1,5mm, OokoBas qivHa

Amaxc
4,/&9

yToJ MeX 1y oOpasyroiei 1 ockio Konyca 68 = 30°.

IUIOCKOCTH 3a3eMiIeHUAH = = 47,84Mm; ObLT1 BBIOpaH ONTUMAJILHBIN

Pe3y.]'[I>TaTI>I HCCJIeJ0BaHUA

IIpoexkTupoBanue peanuzoBaHo B nporpammuoi cpeae FEKO [3].
Ha Puc. 3 npezacrasnen rpaduk 3aBUCUMOCTH K03 PHIIMEHTa CTOSI-
yeil BosHbl 1o HanpspkeHuto (KCBH) nuckoHycHOM aHTEHHBI OT YacTOTBHI.
Kak moxxHO 3aMeTuTh W3 rpaduka, B aumamazoHe yactor 1,25...6 I'T,
KCBH wmenbiue 2.
Ha Puc. 4 npencrasnena quarpamMma HanpasieHHocTH (JJH) anTeHHbI
quist yactot 1,25; 2; 3 m 4 ['Tu. IH cumMeTpu4HO BCeHAnpaBlieHHA TOJIBKO
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B amanazoHe dvactor 1,25..4 ITu; maumnas c¢ 4I'Tu JIH anTeHHBI
uckaxaercs. Koaddumment ycunenus (KY) aHTeHHBI B THana3oHe 9acTOT
1,25...4 I'Tu B HampaByieHUH TIABHOTO JICTIECTKA KOJICOJIETCS B AUANIa30HE

0,5...1,71b.
e —v——
H
| e’
Puc. 2. CtpykTypa KOTUTaHAPHOM TUCKOHYCHOM aHTEHHBI.
KCBH

f(I'Tu)

Puc. 3. 3aBucumocts KCBH nuckoHyCHOI aHTEHHBI OT YaCTOTHI.
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270

(270 deg, 1.7d8)

240

(270 deg, 0.613 d8) (270 deg, o.s::rﬁ]j

Puc. 4. IH nuckoHYyCHOM aHTEHHBI ISl 4ACTOT:
a) 1,25TT; 6) 2 I'T; B) 31T 1) 4 I'Tn.

Ha Puc. 5 npencrasnena 3asucumocts KCBH komanapho#t nucko-
HYCHOW aHTEHHBI OT 4acTOThl. Kak MOXXHO 3amMeTHTh U3 rpaduka, B qua-
nas3oHe gactot 1,75...5,27 I'T'y KCBH mensbe 2.

Ha Puc. 6 u 7 npencrasnenst JIH aHTeHHBI, COOTBETCTBEHHO, B ILIOC-
koctsix E m H mnga wacror 1,75; 2,75; 3,75, u 5 I'T'u. JIH BcenanpasieHHa
TOJIBKO B Auama3zoHne dactoT 1,75...5 I'Tu, naumnas ¢ 5 I'T'u JIH anTteHHsI,
uckaxaercsi. KY aHTeHHbl B BEpPTHKAJbHOW IJIOCKOCTH KojeOiercs B

nuanasone 0,1...2,1 1B, a B ropuzonTansHoi miaockoctu: -0,1...1,57 ab.
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- (5.27GHz, 2.01) i
1 2 3 4 5 6
f (ITw)

Puc. 5. 3aBucumocts KCBH-komnanapHo# AUCKOHYCHON aHTEHHBI OT YaCTOTBI.

Puc. 6. JIH xonnaHapHO# JUCKOHYCHOM aHTEHHBI B BEPTHKAIBHOM MIOCKOCTU
Jutst yactot: a) 1,75; 6) 2,75; 8) 3,75; ) 5 I'T1.
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(0 deg, 0.0785 dB)

180

Puc. 7. IH xoruiaHapHOH JUCKOHYCHOM aHTEHHBI B TOPU30HTAIBHOMN
IJIOCKOCTH JUId 9acTot: a) 1,75; 6) 2,75; B) 3,75; 1) ST,

3akiIoueHue

1. PazpaboTaHa u uccieoBaHa JUCKOHYCHAsl aHTCHHA, HA OCHOBE KO-
TOPO¥ ObLITa CO3/1aHa KOIJIaHAPHAS TMCKOHYCHASI aHTCHHA C YTy YIICHHBIMH
napamMeTpamu.

2. B nnamnazone yacror 1,75...5 I'T'uy KCBH mensbiie 2.

3. KY B HampaBieHHH MaKCHMAJILHOTO M3TYYCHHS B IMANAa30HE Yac-
tort 1,75...5 I'Ty B BepTukaybHO# miockoctu konebnercs 0,1...2,1 a1b, a B
ropusoHTanbHOM Tiockoctu: 0,1...1,57 1b.

4. JlanHas aHTEHHA TPUMEHSETCS B PAJMOTEXHHUYECKHUX CHCTEMax,
TakuXx Kak ctannaptel Bluetooth, WIFI, B cuctemax riio0anbHOT0 O3UIINO-

HHUPOBAHUAA, B paIUOJIOKAllUM U B aHTCHHBIX U3MCPUTCIIbHBIX CUCTEMAX.
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5. IlpeumymiectBo naHHOW aHTeHHbl: /IH cummerpuuna Ha Ooiee
LIMPOKOM JMala3oHe 4acTOT, Majble rabapuTHbIE pa3Mepbl JErKO HHTE-
IPUPYIOTCA B PAJUOTEXHUYECKUE CUCTEMBI.

JIMTEPATYPA

1. 1.Constantine A. Balanis. Modern Antenna Handbook. -1*' edition, John Wiley &
Sons-2008. 409p.

2. Tiwari A., Ashish Kr. Roy Antenna for RFI Monitoring // researchgate.com.
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FEKO Electromagnetic Simulation Software //SciTech Publishing, Edison, NJ.
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DESIGNING OF CPW DISCONE ANTENNA
A. Stepanyan, S. Eyramjyan
ABSTRACT

With the development of telecommunications systems,usage of omnidirectional
antennas has become increasingly relevant today. The current frequency bandwidth is
increasing so there is a need to create new antennas with a wideband frequency range.
A discone antenna wasexplored and developed on the basis of which a coplanar
antenna was made. The design was implemented in FEKO software environment. The
calculation results are presented in graphs. The computational results of the two
antennas are compared.

Keywords: omnidirectional antenna, wideband antenna, discone antenna,
FEKO software environment.
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AHHOTALIUA

Kak n3BecTHO, B aBTOMOOUIIBHBIX PAJAHOJIOKAIIIOHHBIX CUCTEMAX LIH-
POKO HCIIONB3YETCS MPUHIMI HEMPEPHIBHOTO M3IyYEHUS C YaCTOTHOMN
monymsiuedt curHana (FMCW). B ocHoBe nnen pagapa FMCW nexut
reHepalus CUrHajia ¢ JIMHEHHO u3MeHsAmoLIeiics yacToToil. Pemenue o6
OTIPENCTICHUN PACCTOSHISI 10 00BEKTa IPUHUMAETCSI Ha OCHOBAHHUH Yac-
TOTHOH PasHHIBI MEXKIy TeHEPUPOBAHHBIM U OTPAKEHHBIM OT OOBEKTa
curHanaMmu. J{nsi 0THO3HAYHOTO ONpEAENeHHUsI CKOPOCTH HCTIONIb3YETCS
WHpOpMaIIHS, TOJTyIeHHAs OT HECKOJIbKUX TeHEPUPOBAHHBIX CUTHAJIOB C
JMHENHO M3MEeHsItoNIecst yactoTo [1].

B pamxax naHHO# cTaThM IpeuiaraeTcsi CUCTeMa TECTUPOBAHUS, KO-
TOpas JaeT BO3MOXKHOCTb NPOBOAUTH CKAJSIPHBIE U BEKTOPHbBIE U3MEpe-
HUS B YaCTOTHOM Juana3one 76—77 I'Tu. beuia nporecTupoBaHa sABIsIO-
mIasicsi OCHOBOM pazmapa nHTerpansHast cxema (MC) mponsBoncTsa dup-
MbI “Analog Devices International (ADI)”. TectupoBanue ObLIO TIPOBE-
JE€HO C LENbI0 MPEJOCTaBICHUS (PUPME-NIPOU3BOAUTENI0 TEXHUIECKHX
xapaktepuctuk C 1i1st cpaBHEHUS UX C OKUAAEMBIMU pe3yipTaTaMu. B
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utore TectupoBanus MC ObUIH IOTydeHBI aMIUTHTYIHO-YACTOTHBIC Xa-
pakrepuctuki (AYX) nepenaromux TpakToB. Taxoke Oblia MpenioxeHa
CHCTEMa TECTUPOBAHUS, C TIOMOIIBI0 KOTOPOH BO3MOXKHO U3MEPUTH pas-
HUIY B (ha30BbIX Haberax curHama B nuHUAX nepemaun VC. Ipenmy-
IIECTBO MPEIaracMoro Croco6a TeCTUPOBAHUS 3aKII0YAETCSA B TOM, UTO
M3MEPEHUS MOYKHO MTPOBOJIUTH C TIOMOIIBIO OJJHOKaHAILHOTO aHATN3aTO-
pa Cc UCHOJIB30BAaHUEM €IMHOTO TAKTOBOT'O TeHepaTopa JIjs aHaIu3aTopa
u UC.

Kawuessle cioBa: TecTupoBaHUe WHTErPABHON CXEMBI aBTOMO-
ounbsHoro pagapa, FMCW panap, usmepeHue pa3HuLbl B pa3oBbIX Habe-
rax CHrHajia OJJHOKaHAJIbHBIM aHAJIN3aTOPOM.

BBenenune

CucreMsl ¢ pa3IMYHBIMU BUIAMU 4acTOTHON Moynsiuuu (UM) Haxo-
JAT IUUPOKOE IPUMEHEHHE B PA3JINYHBIX PAJUOTEXHUYECKUX YCTPOUCTBAX.
Oco6oe mecto cpe UM crcteM 3aHUMAIOT CUCTEMBI, KOTOPBIE HCIIOJB3Y-
I0TCS B CUTYyalUsiX ¢ OBICTPOMEHSIOIIMMHUCS MPOLIECCAMU, XapaKTEPHBIMU
JUISl pa3HbIX IPUMEHEHUH, B TOM YHCJIE B U3MEPUTENbHBIX U JIOKAIIMOHHBIX
cucTeMax OJIKHETO ACWCTBUS, pabOTAIOMMX OOBIYHO B PEKUME Herpe-
PBIBHOTO M3JTYYEHHUS, B ITUPOKOIIOIIOCHBIX I (PPOBHIX MPUEMHHUKAX.

B psinie cnyuyaeB aHaIu3 TakKMX CHUCTEM TECHO CBSI3aH C UX IMHAMUYec-
KMMM CBOICTBaMH, KOIJla HEOOXOAMMO YUYUTHIBATh OBICTPbIE M3MEHEHHUS
napaMeTpoB HAaOIIOIAEMBIX 00BEKTOB, HAIPHUMED, ObICTPOE JIBIKEHUE aB-
TOMOOWMJIEH, JBUTAIOIIMXCS 0 NEpeceKaroIluMes TpaeKTopusM. B Takux
CUTYalLlUsAX aHaJIU3 NMEPEXOAHBIX U OBICTPOMEHSIOIINXCS IPOLIECCOB U CUT-
HaJIOB B CHCTEME sIBiIsieTca NpuHUMNUanbHbIM. TectupoBanue C takux
CHCTEM JIOJDKHO OBITh OJJHOBPEMEHHO TOYHBIM, d(P(PEKTHBHBIM U HCIIOJIb-
3YIOLIUM KaK MO>KHO MEHbILIE PECYPCOB.

Hpunuun padorst FMCW panapa
FMCW panap nepenaer curtai, 4acTota KOTOPOro JIMHEWHO MOBbI-
maetcsi B 3aBucuMocT oT BpeMenu (Puc. 1). Takoi curHan Ha3bIBaeTcs

JUHetiHo-yacmomuo mooyaupogannvim (JIUM) [2]. JTUM xapaktepusyercs
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HaYaJIbHOM YaCTOTOM f, IMOJIOCOW KadaHus B, MEPHOOM YaCTOTHOW MOTY-
nauuu T, U KPyTU3HOM S, XapaKTepHU3yroUIed CKOPOCTh MU3MEHEHUs 4Yac-
TOTBI.

fA

Te
Puc. 1. JIUM-curaam.

Bua JITUM curnanos, nepeaaBaeMbix (TX) u 0Tpa)keHHBIX OT 00BEK-
ta (RX)npencrasien Ha Puc. 2.

fA

d

XYM

St RX J14YM

4
7
*ﬂ:"‘ t

Puc. 2. IlepenaBaemslii u otpaxeHnHslid JIUM-curnamnst.

OTpakeHHBIN CUTHAJ SBJISCTCS BAPHAHTOM IE€pEaBaeMOro CHUTHa-
7a, 3a]iep>KaHHBIM Ha T. PaccTosiHue d 10 00beKTa onpeaessieTcs pa3HuIei
qacToT F mepeaBaeMoro 1 OTpaXEHHOT'O CUTHAJIOB!



58 Tecmuposanue unmezpanvroii cxembl A6MOMOOUNLHO20 PAOAPA HENPEPLIGHO20 UNYUEHUA. ..

Fc
4=
r7ie ¢ — CKOPOCTh cBeTa [2].
OAHOBpPEMEHHO ISl U3BMEPEHHUSI CKOPOCTH MHOTOYUCIICHHBIX 00BEK-
toB B FMCW panape ucnonbszyercs 2D — MeTo1 mpsiMoro nmpeodpa3oBaHust

®ypoe (2D-FFT) [3].

ITocTaHoBKa 3agaun

[TocpencTBoM npeiaraeMoi CUCTEMbI TECTUPOBAHUS ITPOBECTU U3-
Mepenust AUX nepenatomux TpaktoB MC npousBoactso ¢hupmbl ADI B qu-
anmaszone yactot 76—77 I'Tu. Ucnonw3ys mpeasiaraeMelii criocod TeCTHPO-
BaHUs, MTOKa3aTh BO3MOKHOCTh M3MEPEHUS pa3HUIIbI B (a30BbIX Haberax
curHaia B JuHusX nepenadyu MC ¢ moMoIbo 0JHOKaHAJIBHOTO aHAIU3aTo-
pa, B TO BpeMs, KaK MMPHU UCTIOIB30BAHUH JPYTUX METOJ0B U3MEPCHHUSI He-
00X0JIMMO HCITIOJIb30BATh 2 aHAJIN3aTOpa, UYTO yKe MPeACTaBIseT U3 cels
6onbire pacxonbl. C 1eNblo ONpeieseHUs CTENEHU TOYHOCTH Mpeiarae-
MOTO METO/1a TPOBECTH €TI0 CPAaBHEHUE C B3aUMHO KOPPEISAIIMOHHBIM METO-
nom. [IpenoctaBuTh monmydeHHbIE pe3yibTaThl TecTupoBanus MC dupme-
MIPOU3BOAUTEIIO JIJISi CPAaBHEHUS C OKMIaeMbIMU pe3ysibTatamu. Oxujae-
Mble pe3yJsibTaThl: HepaBHOMepHOCTh AUX cocraBisier +1 1b, a da3oBsiii
CIBUT MEXIy NEepeAArOIIMMU My TsIMHU £3°.

CpaBHeHMe npeyIaraeMoro MeTo/ia u3MepeHnsi pa3sHUIbI

B (pa3oBbIX Ha0erax cUrHaJja B ABYX JUHHUAX Nepeaadyu

€ METO0/I0M B3aUMHOI KOppeJIAlnu

brok-cxema n3MepuUTENbHON CHUCTEMBI TIPU KCIIOJIb30BAHUN METO/1a
B3aUMHOH KOppessnuu OyJeT UMETh BUJ, OTOOpakeHHBIM Ha Puc. 3 [4].
Jnst u3aMepeHus pa3Hullsl B pa30oBbIX HaOerax MeXIy CUTHajamMH reHepa-
Topa 1 u reHeparopa 2, HEOOXOAMMO HUX MOJACOEAUHUTH, COOTBETCTBEHHO,
K aHanu3aropy 1 u ananuzaropy 2. U3 aToro cienyer, 4To HE0OX0UMO HC-
MOJIb30BaTh 2 aHAJIMU3aTOpa. DTU aHAIU3aTOPbI JOJKHBI OYAYT HCIOIB30-
BaTh €UHBINA ETEPOJIMH, B IPOTUBHOM CIIy4ae — MPEPBETCS KOTePEHTHBIN
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PEeXUM pabOTHl aHATU3AaTOPOB, YTO, B CBOIO OYEpEe.lb, MPUBEAET K HETOU-

HOCTAM B UBMCPCHUAX.

re”epatop 1 »| anammsaropl
reTepoaAnH
reHeparop 2 »| anammzatop2

Puc. 3. briok-cxema B3auMHO KOPPETSIIIMOHHOTO METO/1a U3MEPEHHUS Pa3HUIIBI
B (ha30BBIX Haberax CUTHANIA MEXIY ABYMs IEpPEJarolIUMH Ty TIMH.

reHeparop 1

hi

¥

Tetepoann ‘OﬁbEAKHHTEﬂ H Ananunsatop

[

s

TakTosbiiA
reHepatop 2 |—

reHepaTtop

Puc. 4. briok-cxeMa mpeayaraeMoro MeTo1a H3MEPEHHS PA3HUIIBI
B (ha30BBIX Haberax CUrHaNIa MEXIY JABYyMs MepPEJatolIUMH Ty TSIMH.

BJ'IOK-)II/IanaMMa npegmaraeMoﬁ CUCTEMBbI TCCTUPOBAHHUA ITOKa3aHa
Ha Puc. 4. B naHHO# cucTemMe aHAJIM3aTOp U F'€HepaTOpbl HCIOJIb3YIOT €1U-
HBIM TaKTOBBIN I'€HEpaTOp, C MOMOIIbIO KOTOPOro 00ecreurnBaeTcs Kore-
PEHTHBIN pekuM paboThl cucTeMbl. [ u3mMepeHus: pa3Huibl B (ha3oBbIX
Ha0erax CUTHaJia, He00X0IMMO 00€CTICUUTh TPOIOJDKUTEILHYIO padoTy re-
HepaTopoB. [[ns peanusanuy NaHHOW 3a7a4d C MOMOILNBIO aHAIU3aTopa
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NPUHUMAETCST UICXOSIIMIA CUTHAJ TeHepaTopa 1, Tociie 4ero JaHHBIA KaHal
3aKpBIBACTCS M OTKPHIBACTCS KaHA! reHeparopa 2. PasHuIla MrHOBEHHBIX
3Ha4YeHUH (a3 MPUHUMAEMbIX CUTHAJIOB C TeHeparopa 1 u renepaTopa 2 BbI-
JIaeT 3HAUEHHEe pa3HHILIBI B ()a30BbIX HaOerax CUrHaia MeX, Iy FTeHepaTopaMu.

Pe3yabTaThl Hecie10BaHusA

Ha Puc. 5 npencrasiena cucrema tectupoBanusi. OCHOBHbIE yIIPaB-
nsiemble y3ibl o0beuHenbl B mprbope Chassis NI PXIe-1085. PXIe-8880
koHTposuiep KoHTpoaupyeT ZCU-102 Xilinx Ultrascale+ nnardopmy, ko-
TOpasi, B CBOIO OUYEPE/Ib, SBJIIETCS KOHTpoIupyommm 38eHoM st UC. NI
PXlIe-6674T siBnsieTcs ncTouHuKkoM TakToBoro curnaia jaiusg MC, NI PXle-
5840 u mmRH-3608. C momomisio NI PXIe-5840 u mmRH-3608 kanubpo-
BaHHBIX YaCTOTHBIX MIpeoOpa3oBaTenell BO3MOKHO BBIMOJIHATh TOYHbIE U3-
MEpeHHUsL.

Puc. 5. Cucrema TecTupoBaHUsL.
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Puc. 7. Pa3uaniia B ¢pa30BbIX Haberax CUTHAJIA MEKAY ABYMsI ITEPEIAOIIUMH Ty TSAMA
M3MepeHHas Mpe/iaraeMbIM METOJIOM.
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Jlnist yiocToBepeH sl TOYHOCTH METOJ[a H3MEPEHHsI pa3HUIlbl B (pa3o-
BBIX HaOerax curHaia ObUTH MPOBEICHBI CPAaBHUTEIBHBIC PACUeThl HA Yac-
tote 1 [T ¢ momoIbo peIaraeMoro u KOppessiiuoHHOro MeTo10B. Ha
Puc. 7 u Puc. 8 nmokazansl pe3yabTaThl, MOJTYYEHHBIE C TIOMOIIBIO BBIIIE-
YKa3aHHBIX METOIOB. Pe3yibTaThl H3MEpEeHUH MOKa3aJId HIICHTHYHOCTh Me-
TOJIOB, TaK KaK B 000MX CITydasx ObUIO 3a(pMKCUPOBAHO OJIMHAKOBOE 3HAUE-
HHUE pa3HHIBI B (a30BBIX HaOerax cUrHaia, Koropoe cocrasisier 12,91° ¢
touHocThio 0,07°. CrnenoBarenbHO, MpeIaraéMblii METO] MOKHO HCTIOJb-
30BaTh A TectupoBanus VC.

Skew Histogram
[ 30-
[
|
1

25-

0-, 0 ] i 1 0 ]
12.78 12.8 12.82 12.84 12.86 12.88 129
Phase Difference (degrees)
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Puc. 8. Pa3nuna B ¢a3oBbIX HaOerax curHajla MEXIy IABYMs IIEPEIAIONINMH My TIMH

U3MEpPCHHAA B3aMMHO KOPPCIAIUOHHBIM METOIOM.

Ha Puc. 9 nokazana pasnuia B a3oBbIXx HaOerax CHUTrHala MEXIY
nepenatomumu mytsasmu MC, uamepenHas mnpeanaraeMbiM metogoM. Kak
BHJIHO, 3HAYCHHUE PAa3HUIIBI B ()a30BBIX HaOerax CUrHajia He TPEBOCXOIUT
2,69°, 4TO paccuMTHIBAeTCS KaK pa3HHIIA MKy MTHOBEHHBIM 3HAYCHHEM
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(a3pl curHanga BTOPOTO MEPEIAroIIero TPaKTa ¥ MTHOBEHHBIM 3HAYCHHUEM
¢a3bl curHana nepBoro nepenatomero Tpakra MC.

iNaveform Grapk: +HiE ?ﬂl Flot 0 m l
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3Bl CUTHaJIa BTOPOTO Iepe-
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Puc. 9. ®a30Bblii caBur Mexay AByMs nepearomumu myramu 1C.

3akiao4enue

[IpotectupoBana MC aBTOMOOWJIBHOTO pajiapa, MperoCTaBICHHAs
¢bupmoii-npoussonutenem “Analog Devices International”. Konrpomupy-
tomuM 3BeHoM UC sBismack ZCU-102 Xilinx Ultrascale+ mnardopma, a B
KauecTBE TAKTOBOIo reneparopa ucrnosb3oBad NI PXIe-6674T. Ilpuem He-
00XOMMBIX 4acTOT ObLT 0OecIieYeH BEKTOPHBIMU NMPUEMONepeaaTINKaMH
NI PXIe-5840 1 mmRH-3608. [Ipennoxxen MeTo n3MepeHus (pa3oBbIxX Ha-
0eroB CUrHaja MeXJy MepelalolIMMU MYyTAMH, KOTOPBIA JaeT BO3MOXK-
HOCTh TNPOBOJUTH M3MEPEHHUs C MCIIOIB30BAaHMEM OJHOTO aHAIU3aTOopa.
[IpoBeneHO cpaBHEHHE MpenIaraeMoro MeTofa M3MEpEeHHsI C U3BECTHBIM
B3aMMHOKOPPEIISILIMOHHBIM METOJIOM JUISl ONPEACTICHUS CTEIIEHH TOYHOCTH
IpeIoKeHHOro MeTo1a. B xone rectuposanus nuzmMepensl AUX nepenato-
mux TpaktoB MC u caenaHsl BBIBOJBI O TOM, 4TO HEpaBHOMepHOCTh AUX
MIPEBBIIIACT OXKUaaeMoe oTkiIoHeHue B 1 ab, a ¢a3oBblil Haber curHana
Mexay nytsasmMu MC He npeBocxoaut 2,69°.
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TESTING OF 77GHz FREQUENCY MODULATED CONTINUOUS WAVE
AUTOMOTIVE RADAR’S INTEGRATED CIRCUIT

L. Movsisyan, G. Tsaturyan, S. Antonyan
ABSTRACT

The FMCW principle is widely used in automotive radar systems. The idea
behind the FMCW is to create a linear frequency signal. The decision to remove the
object is made on the basis of the frequency difference between the generated and
reflected signals from the object. Information processed from several generated signals
with linearly varying frequency is used to determine the speed uniquely [1]. The article
proposes testing system that makes possible to do scalar and vector measurements in
the frequency range of 76—77 GHz. The radar integrated circuit (IC) manufactured by
Analog Devices International (ADI) was tested. Testing was carried out in order to
provide the manufacturer with the technical characteristics of the IC to compare them
with the expected. As a result of testing the IC, the amplitude-frequency response of
the transmitting paths were obtained. There is also proposed a test system which will
give an ability to measure phase differences of the signal in the transmission lines of
the IC. The advantage of the proposed testing method is that measurements can be
carried out using a single-channel analyzer with sharing same clock for the analyzer
and IC.

Keywords: Testing of an integrated circuit of automotive radar, FMCW radar,
Signal phase difference measurements by a single-channel analyzer.
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ABSTRACT

The paper presents high speed double-tail dynamic latch comparator
with low input capacitance which allows the preamplifier to drive a high
frequency signal. The main idea is to add additional transistors in parallel
with input transistors. Circuits are designed with SAED 14nm technology
and are simulated with Synopsys HSpice simulation tool. The speed of
the comparator is increased by 57.8%.

Keywords: comparator, dynamic latch, single-tail dynamic latch,
double-tail dynamic latch, over corner variation, low input capacitance,
high speed.

Introduction. Comparators are one of the most frequently used
blocks in integrated circuits(IC). They present themselves as a simple one
bit analog to digital converters which compare two voltages or two currents
and give a digital output. Comparators are used in all ADC applications and
performance of ADC mostly depends on comparator performance. Also
comparators are used in high speed data communication interfaces, where
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data is transferred by analog differential signal and there is need to compare
two voltages and obtain a full scale digital signal. They are used in memory
sense amplifiers too. There exist two types of comparators: non-clocked and
clocked. Non-clocked comparators are amplifiers with a very high gain
thanks to which their outputs reach their highest value even with small
voltage difference at input nodes. Non-clocked comparators are slower,
because it is very hard to build a high-speed and high-gain comparator. They
also consume static power, which does not satisfy the high-speed and low-
power requirements of today’s application. Today’s high-speed data
communication interfaces require comparators with high accuracy and low
propagation delay. Clocked comparators use strong positive feedback to
increase the small difference between input signals due to which it demands
reset after each comparison, because values of voltages generated by
feedback tend to remain. In the reset phase the positive feedback turns off
which allows resetting output values of the comparator. Reset and
comparison phases are controlled by clock signal.

Besides dynamic circuits containing regenerative latch which
represents the decision making circuit of comparator, comparators also
consist of a pre-amplifier and output buffer. Output buffers keep their
previous values in reset stage and buffer output values of decision making
circuit in comparison stage. Usually they are made from conventional Set-
Reset latch, from self-biased differential amplifier or simple flip-flop. This
article does not focus on output buffers. The pre-amplifier amplifies the
input signal to increase the sensitivity of the comparator; also the pre-
amplifier works as a buffer and fixes input common mode of the decision
making circuit. Even if the circuit designer does not need to increase the
sensitivity of decision making circuit pre-amplifiers exist, because usually
signals are buffered many times in integrated circuits. Because of that, the
impact of the decision making circuit on the pre-amplifier cannot be
neglected. Such an impact is called kickback noise. Reducing kickback
noise is one of the purposes of this article. The three-stage diagram of the
comparator is shown in Figure 1.
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Fig. 1. 3 Stages of comparator.

Conventional topologies. The core of the clocked comparators is
dynamic latched circuits. There are two common types of dynamic latched
comparators’ single-tail and double-tail comparators. Conventional single-
tail dynamic latch is shown in Figure 2. Double-tail is shown in Figure 3.
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VO uTpP
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Vine—] EMS Mﬁj FVinn

il

Fig. 2. Conventional single-tail dynamic latch comparator.

Single-tail dynamic latch. When CLK=0, transistors Mrl and Mr2
are open connecting Voutn and Voutp to VDD. Due to values of Voutn and
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Voutp, resetting to high voltage is done. This stage is called reset stage.
After the reset stage, when CLK=1, transistors Mrl and Mr2 are closed and
transistor Mt is open. Due to high values of nodes Outn and Outp, transistors
M3 and M4 are open. Decreasing rate of voltage of Outn depends on the
current flowing through transistor M5 and decreasing rate of voltage Outp
depends on the current flowing through transistor M6. If voltage at node of
INP is greater than voltage at INN, the current flowing through transistor
M6 is greater than the current flowing through transistor M5 due to which
Voutn decreases faster. When Voutn is low enough, transistor M3 begins to
close and transistor M1 begins to open which pulls up Voutn. That means
that after the comparison stage if Vine>VinN, Vourr=1 Voutn=0.

CLK—CI Mtail2

Mr1 Mr2
— m7]} | [vs —

Fig. 3. Conventional double-tail dynamic latch comparator.
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Double-Tail dynamic latch. There are also double-tail comparators.
A conventional double-tail comparator is shown in Figure 2. When CLK=0,
transistors M3 and M4 are open and transistors Mtaill and Mtail2 are
closed. Due to that voltages at gates ofMrl and Mr2 are becoming equal to
VDD, which opens transistors MR1 and MR2 and Outp and Outn are resetto
the ground. When CLK=1, transistors Mtaill and Mtail2 are open and
transistors M3 and M4 are closed. Due to that gate capacitances of Mr2 and
Mr1 begin to discharge when they are discharged enough to close transistors
MRI1 and MR2 regenerative latch is triggered. Voltages at outputs of
regenerative latch depend on which transistor closed first due to which if
Vine is higher than Vinn, transistor MR2 closes first and Voute becomes
high after the regeneration process Vourr=1 and Vourn=1. If voltage at
node INN is higher after the regeneration stage, Vourn=1 and Voutr=0.

There already exist many types of single and double-tail comparators.
In Reference [1] comparisons of some comparators have been conducted.
Reference [2] presents a low-offset and high-load drivability dynamic
latched comparator, which is reached by adding inverters drains of input
transistors and gates of regenerative latch. In Reference [3] the speed of
regenerative latch is enhanced by adding additional transistors in latch
circuit. Reference [4] mentions a two-stage dynamic latch comparator with
enhanced speed and reduced power consumption which is reached by
adding two cross-coupled transistor loads and stacking switches in input
stage. In reference [6] a low-power high-speed dynamic latched comparator
is implemented with NAND latch in 90nm technology. As mentioned
above, comparators are widely used in ADC architectures. Reference [7]
addresses a low-offset comparator for high-speed ADCs. Reference [8]
shows the use of comparator in SAR ADC architectures. Reference [9]
presents a comparator for asynchronous SAR ADC and Reference [10]
shows a comparator for Flash ADCs architectures which was improved by
enhancing positive feedback with additional transistors.

In both cases the overall propagation delay consists of two delays:

timerequired for the regenerative latch to trigger tdischarge and timerequired
to generate rail-to-rail voltage levels for regenerative latchiatch.
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ta = taischarge T tiatcn

Time tdischarge depends on the resistance of input transistors and tail
transistor and capacitances which must discharge until regenerative latch
triggers. Time tiatch depends on the transconductance of transistors that the
regenerative latch contains.

Reference 5 presents some calculations of delay time comparator.
Here are the results:

_2C,|Viny|
tdischarge = It .
ai
Cy AVoyr
tten =~ 1 (222
latch gm,eff AVO

1
AVO = |Vthp| (1 - I_2>
1

Where CL is capacitance at output node, Vinp is the threshold voltage
of p-type transistor, gmefr is the effective transconductance of back-to-back
inverters M5-MS8, 11 and I are currents flowing through input transistors,
AVour is voltage between output nodes at time tdischargettiatch and AVo is
voltage between output nodes at time tdischarge. The difference between
single-tail and double-tail comparators is that for the single-tail in tdischarge
and tiawch equations CrL is the same quantity, but for the double-tail
comparator in tdischarge €quation CL is gate capacitance of Mrl and Mr2.

In case of single-tail dynamic latched comparator decreasing them is
opposite problems, because the transconductance of regenerative latch
increases when their sizes increase, but when sizes increase capacitances
also increase and discharge time is also increased. But for the case of
double-tail comparator decreasing tdischarge and tiatchis not opposite problems,
because discharge time depends on capacitances of MR1 and MR2 and
resistances of input transistors and tail transistor; latch time depends on
parameters of transistors M7, M8, M9 and M10. Due to that propagation
delay can be minimized without trade-offs between discharge and latch
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delays. Also to obtain same speed, single-tail dynamic latch must discharge
faster than double-tail, because gate area of MR1 and MR2 can be smaller,
which decreases kickback noise.

It can be deduced that the double-tail dynamic latched comparator is
more suitable for low input load applications than the single-tail
comparator. The following presents another topology of the double-tail
comparator which is a small load for the preamplifier thanks to which it can
operate with more high-frequency signals and generate low kickback noise.

Proposed comparator. The scheme of the proposed comparator is
shown in Figure 4.

—‘—VDD

CLK—qé«n —q[ e C—lLK M10] p———— Mrzljp—cu(

ms |p Mr3 q[wme

u Voum
Voute L
M8

np

= gnd —-—
i Ha 12a l 12i

|

Vmp_' { [m4 M2|:| ]_VWN

CLK—{ Mtailt

= gnd

Fig. 4. Proposed double-tail dynamic latch comparator.

This comparator is an improved version of the double-tail dynamic
latch comparator. Instead of transistor Mtail2 transistors M9 and M10are
used. As mentioned earlier during the reset phasevol tages at nodes np and
nn increase which closes M9 and M10 which disconnects the regenerative
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latch from VDD. In case of a conventional double-tail dynamic latched
comparator the following function was implemented with transistor Mtail2.
Transistor Mr3 connects nodes fp and fn which helps to reduce the
accumulative offset. The accumulative offset acquires, because after
comparison stage one of node fp and fn has a high voltage value and the
other one has a low voltage value. In the reset stage the voltage at the node
which had a high voltage value decreases quickly; therefore, due to charge
injection, the voltage at another node slightly decreases which produces
offset. The purpose of transistors M3 and M4 is to increase the comparator’s
speed and decrease the load for the preamplifier.

Simulations and Results. Simulations are done with Synopsys HS
pice simulation tool. Circuits are designed with SAED 14nm Fin FET
technology. Waveforms are edited with Synopsys CS cope viewer. VDD is
set to 0.9V.
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Fig. 5. Over corner variation of the proposed comparator.
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To get information about how fast a comparator is, it must be tested
at its worst corner. Figure 5 shows the operation of a comparator of different
corners. Input voltage difference is 4mv, and input common mode is 0.7V.
Clock frequency is set to 15GHz. Graphs show time when the clock and
negative output signals cross VDD/2. The comparator must generate proper
output in comparison time. Due to that there is shown the time when the
comparison stage is over and the time when the output is valid. It can be
seen that the worst corner is SS temp=125C.

TransientComparison
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Fig. 6. Comparison of the proposed and conventional comparators.

Figure 6 shows the comparison of the conventional comparator and
the proposed comparator. To get the comparison sizes of input right, the
transistors are same in both cases. Input voltage difference and common
mode are the same too. The clock frequency is set to 8GHz.
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It can be seen that propagation delay for the proposed comparator is
29.46p and for the conventional comparator it is 46.49p which is 57.8%
slower.

Conclusion.A simple method was implemented to decrease the
input capacitance without affecting the operation speed of the comparator.
The method is shown for the double-tail dynamic latch comparator, but it is
also applicable for single-tail.
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KOMITAPATOP C HU3KOM BXOJITHOM EMKOCTBIO U
C JUHAMMWYECKHUM TPUTEPOM
J1JIsI BBICOKOCKOPOCTHOM PABOThI

A.A. Azann, /I.A. Manyxan, M. I puzopsan
AHHOTAIIASA

B nanHO# cTaThe npeAcTaBiIeH BRICOKOCKOPOCTHOM, WIIH JBYXKOPITYCHBIN, AH-
HaMHUYECKUN KOMIApaTop ¢ HU3KOW BXOAHOW €MKOCTBIO, TIO3BOJISIOMINN MPEyCHITH-
TEJIO YIPaBJIATh BHICOKOYACTOTHBIM CUTHanoM. OCHOBHas UAes 3aKIJ04yaeTcs B J0-
OaBlieHUH JOTOJHUTENBHBIX TPAH3UCTOPOB MAapaIEIbHO C BXOJHBIMH TPaH3UCTOPa-
mu. CXeMBbl CIIPOEKTHPOBAHBI C UCTONIb30BaHueM TexHoioruu SAED 14nm u mone-
JUPYIOTCS C TMOMOIIBI0 MHCTpyMEHTa MojenupoBanus Synopsys HSpice. CkopocTtb
KoMIapaTopa yBenudeHa Ha 57,8%.

KiroueBble c1oBa: KoMIapaTop, AMHAMUYECKas 3alleka, THHaMuIecKast 3a-
mienka ¢ OJHUM KOPIyCOM, TWHAMHYECKas 3allesiKa ¢ IByMs KOpIyCaMHu, BapHalus
MEXIy MPOIIECCaMU, HI3Kask BXOHAs EMKOCTh, BBICOKAsI CKOPOCTb.
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ABSTRACT

This paper presents the design process, kinematic and dynamic
analysis of 3DOF parallel Delta micromanipulator. Micromanipulators
are used in microsurgery, microbiology, microelectronic and other fields
which need high precision. They convert human motions into output links
or work with previously programmed coordinates.

Most of existing Delta micromanipulators are designed with bending
piezoelectric actuators or rotary electric motors. It is well known that
bending piezoelectric actuators provide large displacement but low
holding force. Rotary electric motors are capable of providing both large
displacement and high holding torque but they are less precise compared
to piezoelectric actuators. The Delta micromanipulator presented in this
paper is designed with piezoelectric linear actuators which have 300 nm
accuracy and 350 mm travel range which is quite competitive with
aforementioned options.

Also, most of existing Delta micromanipulators use traditional joints
which have issues such as lubrication, backlash, friction, corrosion, and
pollution. Unlike them, the presented Delta micromanipulator is designed
with Butterfly flexure pivots which have advantageous mechanical
characteristics such as + 20° deflection angle and 1.54 Nm/radians
angular stiffness.

Keywords: Delta micromanipulator, flexure pivot, flexural hinge,
kinematics, dynamics.
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1. Introduction

The main advantages of the designed Linear Delta or Prismatic-Input
Delta micromanipulator over other types are its high accuracy, payload and
acceleration. The robot's base is mounted above the workspace and all
the actuators are located on it. From the base, three middle jointed arms
extend. The ends of these arms are connected to a small triangular platform.
Actuation of the input links will move the triangular platform along the X,
Y or Z directions. Three inputs are driven by three linear-sliding prismatic
joints instead of three revolute joints of more popular Revolute-Input Delta
manipulators. This design change simplifies the kinematics equations, and
there are neither sines nor cosines required as in the revolute-input case.
Each arm consists of one linear actuator, links and 2 pairs of 2DOF (or
3DOF) joints. The kinematic diagram of Delta manipulator (Fig. 1) is
presented below.

Fig. 1. Kinematic diagram of Delta manipulator.
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2. Design of micromanipulator

2.1. Flexure pivots

Flexure pivots are essential components of micromanipulators due to
their high accuracy and easy operation. They are made by various
techniques: computer numerical control (CNC) milling, laser machining,
additive manufacturing, chemical etching, electrical discharge machining
(EDM), etc. The key stipulation is the high accuracy of machining [1].

Butterfly flexure pivots (Fig. 2) [2], which are used in
micromanipulator arms, are 1DOF joints, so each arm consists of 4 flexure
pivots, 2 of which are coupled (Fig. 3).Various design modifications (Fig.
4) of Butterfly flexure pivot have been developed towards reaching
desirable stiffness of “Butterfly” flexure pivot. The selected model has
advantageous mechanical characteristics such as + 20° deflection angle,
1.54 Nm/radians angular stiffness, and the 751 MPa maximal stress in
blades for a £20° stroke.

Fig. 2. Butterfly flexure Fig. 3. Coupled Butterfly
pivot. flexure pivots.
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Fig. 4. Modified Butterfly pivots.

2.2. Linear actuators

Linear actuators are the fundamental element of micromanipulators.
The presented “PICMA N—-422” piezoelectric linear actuator [3] (Fig. 5) has
been chosen for its superb features. It works with a step-by-step moving
principle by means of which the flexible rod moves by the stator with 300
nm steps. The overall travel range is 35 mm.

L

Fig. 5. “PICMA N-422” piezoelectric linear actuator.

2.3 Arm design and assembly

The arm of micromanipulator (Fig. 6) has been designed with the
aforementioned 2 components: Butterfly flexure pivots and “PICMA N-
422” piezoelectric linear actuator. Onwards, micromanipulator’s
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assembling process has been implemented with three previously designed
arms. Two triangle shaped frames have been designed in order to unite
actuators and make the system more stable. The overall dimensions of the
micromanipulator are 125x125x105 mm.

Fig. 6. Arm of micromanipulator. Fig. 7. Assembled micromanipulator.

3. Kinematic analysis

The forward position kinematics (FPK) solution for parallel robots [4]
is generally very difficult. It requires the solution of multiple coupled
nonlinear algebraic equations, from the three constraint equations applied
to the vector loop-closure equations. Multiple valid solutions generally
result. Thanks to the translation-only motion of the 3DOF Delta
manipulator, there is a straightforward analytical solution for which the
correct solution set is easily chosen. Since L = {L,L,L;} are given, we
calculate the three absolute vector knee points using BA= BBi + BL; ,i = 1,
2, 3.Referring to the prismatic-input Delta manipulator FPK diagram below,
since we know that the moving platform orientation is constant, always
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horizontal with [ER] = [I3], we define three virtual sphere centers BAy =
BA -PPi,i=1,23:

_SB 5% S8 _Sp 0

B 2 "2 lg, )22 (g, )y
A1y =) —Wytwp (Ao = ) —Wy+wp Asv—l B up} (D

_L1 —L2 _L3

and then the prismatic-input Delta Robot FPK solution is the intersection
point of three known spheres. Let a sphere be referred as a vector center
point {c} and scalar radius r, ({c}, r). Therefore, the FPK unknown point
{BPp} is the intersection of the three known spheres:

({PA1,} D((PA2,3, D{PAs, 3 D 2
Symbol meanings are described in Table 1, Fig. 7 and Fig. 8.

Table 1.

Symbol meanings.

Name | Meaning

S base equilateral triangle side

Wh planar distance from {0} to near base side

Ub planar distance from {0} to a base vertex

H frame height

S P joints (Bi) equilateral triangle side

Ws same as Wb, for P joints equilateral triangle
Us same as ub, for P joints equilateral triangle

S platform equilateral triangle side

Wp planar distance from {P} to near platform side
up planar distance from {P} to a platform vertex
Lmin I = 1,2,3 minimum prismatic joints lengths
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Lmax I = 1,2,3 maximum prismatic joints lengths

I lower legs parallelogram length

h lower legs parallelogram width

The FPK solution X y z is for the moving platform geometric center.
When the desired control point is offset from the center, a further
transformation is required after, to implement the FPK solution:

[NT]1 = [ETIINT] (3)
where
1 00 Oy
0 O
PT = 0 1 Y 4
k=10 o )
0 00 1

By virtue of FPK method, the workspace of micromanipulator has
been definedwhich is 37000 mm?.

Fig. 7. Fixed base details. Fig. 8. Moving platform details.

4. Dynamic analysis

Dynamic analysis of Delta micromanipulator has been carried out by
directly inputting its model from SOLIDWORKS [5] into ANSYS [6].
Micromanipulator’s moving platform poses its utmost position at the+20°
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deflection angle of flexure pivots. Hence, the maximal deflection angle has
been given to the flexure pivots. Afterwards, maximal stress (Fig. 9) and
displacement of arm components have been determinated via finite element
analysis (FEA). The maximal stress in blades of flexure pivotsis 751 MPa
and the displacement of moving platform (maximal) is +£20.09mm.

Fig. 9. Maximal stress at utmost Fig. 10. Deformation at utmost

position. position.

The maximal £18.78mm displacement of moving platform asserts
that the workspace analysis is plausible because of its cylindrical shape, the
radius of which is equal to maximal displacement of moving platform and
the height is equal to linear actuator’s travel range (35 mm).Also, the
optimal payload has been carried out via FEA, with results of 4.27 N.

5. Conclusion

To conclude, 3DOF parallel Delta micromanipulator has been
designed with flexure pivots and piezoelectric linear actuators. Kinematic
and dynamic analysis has been implemented in order to determinate the
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workspace of micromanipulator, optimal payload and stress in hinges. Quite
competitive results have been attained such as 37000mm?® workspace and
435g optimal payload.
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KUHEMATHUYECKUW U JUHAMHAYECKHAIN AHAJIA3
MHAPAJJIEJIBHOI'O MUKPOMAHUIIYJATOPA AEJBTA

I. I'anosan
AHHOTAIUA

B nanHO# cTaTthe mpeacTaBieH Mpolece MPOSKTUPOBAHMUS, KHHEMAaTUYECKUN 1
JUHAMMYECKUH aHaIM3 MapajuiebHOro MUKpOMaHUIyiaTopa Jlenbra ¢ Tpems crere-
HSAMU CBOOOIBI. MUKPOMaHUITYJISITOPI UCIIOIB3YIOTCSI B MUKPOXUPYPTHH, MUKPOOH-
OJIOTHH, MUKPOSJIEKTPOHHUKE U B JPYTUX O0JIACTSIX, KOTOPBIE TPEOYIOT BEICOKOH TOY-
HocTU. OHM MPeoOpa3yroT IBHKEHHS YEJIOBEKA B BBIXOJHBIC 3BEHbS WIH pabOTaIOT ¢
paHee 3arporpaMMHUpPOBAaHHBIMUA KOOPIUHATAMH.

BonbImMHCTBO CYIIECTBYIOMINX MHUKPOMAHHITYJISITOPOB JlenbTa UMEIOT H3THO-
HBIE MbE303JIEKTPUYECKUE IPUBOJIBI MU Bpallarolinecs deKTpoaBuraTenu. M3sect-
HO, YTO U3TUOHBIE TEE30IEKTPUIECKUE TPUBOABI 00ECIICUNBAIOT OOJIBIIOE CMEIICHHU-
€, HO HHU3KYIO YICP)KUBAIOIIYI0 CHITy. DJEKTPOABHUIATENN CIIOCOOHBI 00ECTIeYHBaTh
Kak O0JIbIIIOE CMEILIEHHUE, TaK U BBICOKUH YepKUBAIOIIUIl MOMEHT, HO OHU MEHEe TOY-
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HBI [0 CPAaBHEHUIO C IMbE303JICKTPHUSCKUMH MPUBOIaMK. MUKpOMaHHITYJIATop Jleinb-
Ta, IPE/ICTaBIICHHBIN B 3TOU CTaThe, pa3paboTaH C Mhe30ICKTPUIECKUMU JTHHEHHBIMA
MIPUBOAMH, KOTOphle UMEIOT TOYHOCTh 300 HM u amamazoH nepememeHus 350 mm,
YTO BIOJHE KOHKYPUPYET C BHIIICYTOMSHYTHIMH BapHAHTAMHU.

Kpome TOro, GONBUIMHCTBO CYIIECTBYIOIIMX MHUKPOMAHUIIYJIATOpOB JlenbTa
HCIIOJIB3YIOT TPAAUIIMOHHBIC APHHUPHI, KOTOPHIE IMEIOT TaKHE IPOOIEMBI, KaKk He00-
XOJUMOCTh CMa3KH, JIIO(T, TpeHUE, KOPPO3HS U 3arps3HeHne. B otnuuue ot Tpaauiu-
OHHBIX MIAPHUPOB, IPEACTABICHHBIN MUKpOMaHUIynATop JlenpTa pa3paboTaH ¢ yI-
pYTUMH IIapHUPAMH THIA 6a00YKa, KOTOPBIC HMEIOT BEChMa TOJI0XKHUTEIbHBIC MeXa-
HUYECKUE XapaKTEPUCTUKU — TaKUe, KaK yroyl OTKIoHeHus + 20 © U yriioBas »*ecT-
kocTh 1,54 Hm/pannaHn.

KiroueBbie ciioBa: Jlenbra-MUKpOMaHUTYISTOP, YIPYTHHA MIAPHUP, KHHEMa-
THKa, THHAMHKA.
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ABSTRACT

Nowadays the role of IBIS model has increased as it has started to
provide more information about I/O. So, to know if IBIS model is
generated correctly and shows all the information we need, we must
establish correlation between the generated IBIS model and SPICE
model, as SPICE model is always a golden reference because of its high
accuracy. And after establishing the correlation there are some major key
parameters that must be the same for IBIS and SPICE models or at least
deviate from each other in a specified range. The major key parameters
are VOH, VOL, Vcross, slew rate for both rising and falling waveforms.
In case of VOH and VOL it is simpler to correct these values, because in
most cases the deviation comes from a wrong setup or from using
different libraries. But for the other parameters it is not simple because it
can relate to something else, which cannot be corrected without
interference from outside. In this paper a method of optimizing the
Vix_ratio (which relates toVcross) between IBIS and SPICE models
using duty-cycle difference is discussed. This supposed method is a
completely new approach, and, in this paper, it will become obvious that
with this method we can reach our required Vix_ratio value with great
precision and ease. The proposed method will increase the precision.

Keywords: IBIS,Vix_ratio, SPICE, correlation, duty cycle.
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Introduction

Input/output Buffer Information Specification (IBIS) is a file which
includes information about input/output buffers. Since the 1990s there have
been few standards of making the IBIS file which differ from each other by
voltage vs. time (Vt) and current vs. voltage (Iv) tables. During the
development of these standards a few types of IBIS models have appeared
for different usages. IBIS-AMI models run in a special-purpose
SerDes channel simulator, not in a SPICE-like simulator, and consist of two
text files (*.ibs and*.ami) plus a platform-specific machine code executable
file (*.dllon Windows,*.so on Linux) [1]. IBIS-AMI support statistical and
so-called time-domain channel simulations, and three types of IC model

2"

(“impulse-only,” “GetWave-only,” and “dual mode”). The advantage of
IBIS model is also its simulation speed. That said, when the customer has
the IBIS models for TX and if the difference between the IBIS and SPICE
is within an acceptable range, the simulation of TXRX macro becomes
many times faster. And as we know the first company that has the first good
results becomes number one in the market. So from a business point of view
the IBIS model becomes crucial. Nowadays the most usable IBIS model is
the traditional one, which includes 16 Iv, Vt and It tables for each case. And
all these 16 simulations are done for all cases (the IBIS model can include
up to 3 cases).

The simulations are:

e C comp (IH)*

e C _comp_ pullup (If)*

e C comp_ pulldown (If)*

e Clamp (Iv)

e Pullup (Iv)

e Pulldown (Iv)

e [SSO PU (Iv)

e [SSO PD (Iv)

e Rise gnd (V1)

e Rise gnd compcur (It)
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e Rise sup (Vt)
e Rise sup compcur (It)
e Fall gnd (Vt)
e Fall gnd compcur (It)
e Fall sup (Vt)
e Fall sup compcur (It)

C_comp If{current vs.
C_comp_pullup frequency)
C_comp_pulldown

Clamp
D\a::om Iv{aurrent vs.
Pullup | y
15S0_PD e
1SSO_PU
—— IBIS model
Rise_gnd
Rise_sup vi{woltage vs.
Fall_gnd time)
Fall_sup

Rise_gnd_compaur

Rise_sup_compaur It{current vs.
Fall_gnd_compcur time )
Fall_sup_compaur

Fig. 1. Simulations and their types for IBIS model.

The first three simulations are AC simulations and are used to
calculate the output, pullup and pulldown capacitances by performing an
AC or frequency sweep analysis of the buffer. Clamp simulation shows the
ESD diodes’ behavior on the output. Pullup simulation shows how much
current flows through pullup section when the pulldown section is in
tristate, and for the pulldown simulation the same is done when the pullup
section is in tristate. ISSO_PU simulation is done to show the power supply
noise influence on the output, and, for that purpose, the power supply is
being swept from 0 to 2*VDD and the output current is being calculated.
ISSO_PD is almost the same as ISSO PU but this shows the ground net
noise influence on the output and the ground net’s value is swept from -
VDD to VDD [2]. All 4 Vt simulations are done to have information about
the driver’s rising and falling behaviors, and the It waveforms are to know
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the current during rising and falling. But both rising and falling simulations
are done for two cases:

e With 50 Ohms termination to the ground,

e With 50 Ohms termination to the supply
and respectively the current simulations are done for those 2 cases.

For this paper will use the traditional IBIS standard which will be 5.1
standard. As mentioned above, the usage of IBIS model gives an
opportunity to take the information about TX that is needed from the IBIS
model without having different test benches. That being said, with one tes
tbench the user can have all the information about TX, while in case of
SPICE the user must have different test benches for different cases.

Correlation improvement methodology. For differential signals
there are 2 cross point values:

e When the rising edge of the truesignal crosses the falling edge of

thecomplementary signal,

e When the falling edge of the true signal crosses the rising edge of

thecomplementary signal.

After calculating those values, we must have Vref,Vswing values in
order to calculate the Vix diff ratioparameter. This parameter will show
how much the Vcrossvalue differs from Vref (by percentage).

Vref —Vcross.om

] 0,
Vix ratiocom = Vswing * 100%
Vref — Vcross
Vix . = J — Verossime , 1409,
ratiotrue Vswing
After calculating Vix ratioprys and Vix mtiowmfor SPICE we must

calculate those values for IBIS too.
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Fig. 2.Vcross values for SPICE.

Fig. 2 shows the Vcross values of SPICE for both true and
complementary signals. For SPICE we have948mV for a true signal and
925mV for a complementary signal. For the same case without
improvement for IBIS we have 950mV for both true and complementary
signals. For getting these waveforms below the mentioned test bench was
used.

Vterm (DDR4 DQS)

D4 mode/ DQS T T

Rterm Rterm

Fig. 3. Test bench used for the paper.
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Fig. 3 shows the test bench that was used for doing the validation.
From the results we can see that the difference between Vcross values of
IBI Sand SPICE of the true signal matche a chother, but for the
complementary signal the values do not match so well [3]. So, we must
moderate the IBIS model so that the values match the complementary signal
too. We thus propose a new method which will use the duty cycle difference
between signals of SPICE and IBIS. To use this method, we need to
calculate the duty cycle values of IBIS and SPICE for both true and
complementary signals. After calculating those values, we calculate the
difference between those value sand that difference will show how much
the IBIS must be moderated. And by moderating the IBIS model we
understand shifting, rising or falling edge. For this case we have values
mentioned in Fig. 4.

DCD (%)

Veross Vswing | Vrel [ Vix_RATIO Delta

I'rue | Comp (mV) (mV) | (mV) (%) (%)

Delta DCD Shift

Medel | SPICE | 508 | 508 | 948 | 925 588 909 | -66 | -27 |034]425| 02 1.2 [125] 75

1BIS 51 52 930 | 950 388 909 | -6.9 [ -6.9

Fig. 4. Required parameters before moderating IBIS.

From Fig. 4 we can see that the difference between IBIS and SPICE
is also visible from Delta DCD, which is the difference between IBIS and
SPICE duty cycle values. The Delta parameter is our required value to
optimize, which is equal to Vix_ratio_spice — Vix ratio_ibis [4]. After
having the Delta DCD we can calculate how much and in which direction
the waveform must be shifted. The value depends on how much the
frequency is, as the Shift parameter equals to

Shift = Delta DCD * Per/100
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And when we get a positive value, we must shift the wave forms to
the right, and if the value is negative to the left. But depending on which
signal must be moderated we have to do the shifting only for that signal. It
means if you get a positive or negative value for a true signal the rising wave
form must be shifted to the right or to left, and if the complementary signal
is needed to be adjusted, the falling wave form must be shifted. This is
because IBIS standard model is a single-ended model, and the rising wave
form for the complementary signal is the falling wave form of the true
signal. And note that by shifting the rising (falling) wave form for the
complementary signal the results of the true signal will change also. But
there is a way to not have an effect on the true signal, and it is using 2
different IBIS models, one for the true signal and one for the complementary
signal, and adjusting them separately [5].

For shifting the IBIS model wave forms a script has been created with
python language, for which you give the type of the wave form (rising or
falling), the case (min, max, type), mode I name a san input argument and
it will shift the IBIS model’s wave forms accordingly.

Simulation results. By considering the results in Fig. 4 and taking the
steps mentioned in the previous chapter, we get the results mentioned in
Fig. 5.

DCD (%)
Veros Vswi Vref | Vix_RATIO Delte
True | Comp SR W B 1e B = Delta_DCD Shift
(mV) (mV) | (mV) (%) (%) -
Model | SPICE | 50.8 | 508 | 948 | 925 588 909 | -6.6 | -27 306085 | 02 | 0.2 | 1.25] 125
IBIS 51 52 930 | 930 588 909 | -36 | -3.6

Fig. 5. Results after adjusting IBIS.
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From Fig. 5 we can see that the Delta values have changed due to
shifting the IBIS model. We can see also that not only did the Delta value
for the complementary signal become better but the results of the true signal
changed also (due to having one IBIS model for both signals).

Conclusion

This paper discusses a method of improving the Vix correlation
between SPICE and IBIS using the duty cycle difference. With this
method it is possible to have the desired Vix correlation. By taking into
account how important it is to have a better correlation, this method gives
an opportunity to optimize the IBIS model and meet customers’
requirements. This method has already been used in Synopsys DDR team
(where the authors work), and the improved IBIS models have been
delivered to a specific customer, which had had its specific margin for
SPICE and IBIS difference.
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YJIYYHIEHUE KOPPEJIAIINU VIX MEXAY SPICE U IBIS C
HNCIIOJIBb30BAHUEM PABOYEI'O IIUKJIA

A.B. Bapoanan, C.A. I'vkacan

B nacrosmee Bpems pons monenu IBIS Bo3pocia, mockoiabKy oHa cTana mpe-
JOCTABIATH OONbIIe WHPOPMAIMK O BBOAE/BBIBOAE. TakuM oOpa3oM, 4TOOBI 3HATH,
MPaBWIBHO JIU CreHepupoBaHa Mojens IBIS 1 nokaszana nu Bes HeoOxoanmast HHpop-
Mallys, MbI JIOJDKHBI CIIENaTh KOPPEISIINI0 MEKIy CreHepupoBaHHON Mozenbio IBIS
u mogenbto SPICE, nmockonbky monens SPICE Bcerna siBisieTcst 30JI0TBIM 3TaJIOHOM
M3-3a ee BBICOKOM TouHOCTH. U mociie BBIOTHEHUS! KOPPEISIUN €CTh HEKOTOPBIE OC-
HOBHBIE KIIIOUEBBIE MMapaMeTpbl, KOTOPbIE NOJDKHBI OBITh OAMHAKOBBIMU ISl MOJIEIH
IBIS u SPICE wiu, no kpaiineit Mepe, OTKJIOHATbCA APYT OT APYyra B YKa3aHHOM JUa-
nazone. OCHOBHBIMH KITIOUEBBIMU Tapametpamu siBisitorcss VOH, VOL, Vcross, cko-
pPOCTh HapacTaHUs Kak AJIs BOCXOAALINX, TaK U AJs NaJalolUX CUTHaloB. B cioyuae
VOH u VOL 311 3HaueHHs NMPOILE UCTIPABUTh, IIOCKOIBKY B OOJIBIIMHCTBE CIIy4acB
OTKJIOHEHHE TIPOUCXOIUT W3-32 HETPABUILHOW HACTPOWKH WJIM MCIIOJIH30BAHUS pa3-
HBIX Oubmorek. Ho 1u1st Ipyrux mapamMeTpoB 3TO HE MPOCTO, MOTOMY YTO 3TO MOXKET
OTHOCHTBCS K YEMY-TO IPYTOMY, UTO HE MOKET OBITh HCIIPABIICHO 03 BMEIIaTEIbCTBA
u3BHe. B 3TOH cTaThe 00CyXkMaeTcs METOJ ONTUMHU3aUH ViX_ratio (KOTOpBIH OTHO-
cutcs K Veross) mexny moaeisimu IBIS u SPICE ¢ ucnonszoBanueM pasHOCTH pado-
YUX LUKJIOB. DTOT MIPeIaraeMblii METOJI SIBJISIETCS. COBEPLIEHHO HOBBIM IIOXOO0M, U
CTaThs SICHO MOKA3bIBAET, YTO C MOMOILBIO 3TOr0 METOAA Mbl MOXKEM Jierdye JOCTUYb
TpeOyeMoro 3HadeHus: Vix_ratio ¢ 0omnbInoi TouHOCThIO. [Ipennaraemslii cioco6 mo-
3BOJIUT TIOBBICUTH TOYHOCTb.

KuroueBsle cioBa: IBIS, Vix_ratio, SPICE, xoppemnsius, pabouuil LUKJI.
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ABSTRACT

Hysteresis improvement method of low-power receiver in MIPI
D-PHY architectures has been proposed in this paper. Technical
specifications of modern integrated circuits require 4.5 sigma Monte
Carlo coverage of the blocks. Comparison between the existing and
proposed schematics has shown big improvements of the hysteresis.
The solutions proposed in the paper provide a possibility to cover
more than 4.5 sigma range without violating the 25mV technical
specification of the low-power receiver hysteresis. The circuit has
been designed with SAED14 nm FinFet technology, meets the
technical requirements of modern integrated circuits, does not result
in power consumption increase. The required area increase for
proposed improvements is neglect table.

Keywords: low-power receiver, hysteresis, noise immunity, Monte
Carlo.
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Introduction

In MIPI D-PHY products the low-power receiver is an un-terminated,
single-ended receiver circuit [1-2]. There are several operation modes and
the low-power receiver is used to detect the low-power state on each pin.
For high noise immunity the receiver should filter out noise pulses and radio
frequency interference. To realize the above-mentioned requirements in
actual designs the specifications provided in table 1 are required to be met
[1]. VIH and VIL are the input voltage levels at which the low-power
receiver should detect the high and low states of the input signal
correspondingly. To be able to reject the spikes at the input signals the
hysteresis of the receiver should be not less than 25mV.

Table. 1
Low-power receiver main specifications.
Parameter Name Parameter Description Min Max
Vin (mV) Logic 1 input voltage 880 -
ViL (mV) Logic 0 input voltage - 550
Vusyr (mV) Input hysteresis 25 -
Py, (uW) Power consumption - 50

Problem description and proposed solution. The main challenging
parameter while designing the block is the input hysteresis. To organize this,
the circuit switching points from 1 to 0 and from 0 to 1 should be different.
Below is presented the widely used lower-power receiver schematic view
with integrated hysteresis circuit (fig.1) [3—5]. The hysteresis procedure is
implemented by the M3 and M4 transistors which counteract the M6 and
M7 transistors during the switching of the outputs from 1 to 0 and actuate
the output transition from 0 to 1.
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Fig. 1. Low-power receiver with integrated hysteresis circuit.

HSpice simulation results [6] of the circuit designed by
SAED14nm FinFet technology [7] have shown 90mV hysteresis for the
low-power receiver (Fig. 2).It is known that CMOS technology is not
consistent and the deviation causes variation of transistors’ parameters
resulting in degradations of their parameters. Meanwhile the
manufactured integrated circuits (IC) should meet the technical
specifications in at least 4.5 sigma Monte-Carlo range [8].So, the
purpose of the paper is to design the low-power receiver to be functional
in the mentioned range without violating the specifications.

To meet the above-mentioned requirement Monte Carlo Spice
simulation has been performed for the designed low-power receiver
circuit. As shown in the waveforms, the hysteresis varies from SmV to
92mV and in lower bounds it violates the 25mV specification (fig. 3).
Meanwhile the hysteresis variation is extra big which impacts the
transient results.
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Fig. 3. Low-power receiver Monte Carlo simulation results.

Monte Carlo simulation summary is provided by Q-Q plot (Fig.4).
It shows that with current architecture block is able to meet the 25mV
hysteresis spec only in 2 Sigma.
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Fig. 4. Q-Q plot received from Monte Carlo simulation of current architecture.

To solve the above-mentioned problem several trials have been
performed while they were even not able to provide required hysteresis
results or caused violations of the remaining important specifications
such as ViL or Viu. To solve the problem the new architecture of low-
power receiver has been proposed (Fig. 5).

In_plus

- In_minus

325mv REF 1

Low-power Receiver

Fig. 5. Low-power receiver proposed architecture.
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In this circuit the hysteresis was realized by analog multiplexer
instead of integrated transistors. Initially the reference voltage was
constant 350mV: such kind of stable reference voltage generation is
usually done by bandgap voltage reference circuits. The feedback
between the receiver output and input has been organized so that when
the output is 1, the reference voltage on the negative ‘In_minus’ node
stands at 25mV less i.e. 325mV. So less than 325mV is required to be
applied to the positive input of the receiver to switch it from 1 to 0. And
if the output of the receiver is 0, the 375mV reference is applied to the
negative input, hence bigger than 375mV is required to switch it from 0
to 1. In schematic implementation of the proposed architecture the M3
and M4 transistors have been removed and the analog multiplexer has
been designed (Fig. 6).

e/ Ibias
VoD
) I
oLt lout: in_minus
i

w10 M1
|

3T5mi’ jH ﬂ E

VDD

out

Fig.6. Schematic design of proposed circuit.

Simulation results have shown big improvements in the results
(Fig. 7). Minimum achieved hysteresis is 60mVin 4.5 sigma Monte Carlo
variation range.
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Fig. 7. Q-Q plot received from Monte Carlo simulation of proposed architecture.

Results

4.5 sigma Monte Carlo Spice simulating results are presented in
Table 2. The proposed architecture improved the Vin and ViL parameters;
meanwhile it was possible to meet the hysteresis spec with a big margin.
The area increase due to the extra cells is neglectable comparing with the
low-power receiver area. Based on the results the problem can be marked

as solved.
Table 2.
Proposed low-power receiver simulation results.
Specificati Simulation results
ecification

Parameter P Existing circuit Proposed circuit
Name 3 ; )

Min Max Min Max Min Max
Vin (mV) 880 - 885 1200 920 1200
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ViL(mV) - 550 0 540 0 500

Vasyr (mV) 25 - 5.6 92 60 145

Pip (uW) - 50 10 40 10 40
Conclusion

The hysteresis improvement method in MIPID-PHY low-power
receiver is proposed in this paper. The feedback loop organized between the
output and the input of the receiver has improved the hysteresis Monte Carlo
simulation results. The analog multiplexer was used as a hysteresis provider
cell. HSPICE simulation results of the designer low-power receiver have
shown 45.4mV improvement of the hysteresis by keeping it in the range of
technical specification. The logic 1 and logic 0 input voltages also have been
improved by 40mV. The proposed method does not result in power
consumption increase. The required area on semiconductor surface is
neglectable compared to the low-power receiver area.
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METOJ YAYYIIEHUA TNCTEPE3UCA IIPUEMHUKA
C HU3KOM YHEPT OIIOTPEBJISAEMOCTBIO
JJIsA APXUTEKTYPBI MIPI D-PHY

A.X. Mxumapsan, A.T. I'puzopan, A.B. Mapzapsan,
B.Jl. Ocannucan, M. T. I'puzopan, M.T. I'pucopan
A. I'. Kupakocan, A.T. Kocmausn

AHHOTAIUA

B naHHOI cTaThe NMpeUIOKEH METOJ| YIy4YIIEeHUs THCTepe3rca MPUEMHUKA C
HU3KOH 3HEPronoTpedIsIeMOCThI0, HCTIoNb3yeMoro B apxurektype MIPI D-PHY. On-
HUM U3 TpeOOBAaHUH, IPENBABIAEMbIX K COBPEMEHHBIM UHTEIPAJIbHBIM CXE€MaM, SBJIs-
eTcst Heo0X0AUMOCTh oOecrieueHus: OecriepeboitHoi paboThl B 00JIaCTH JOBEPUTENb-
HOoro mHTepBana 4.5 curma. Pe3ynbTaTsl MOAENTUPOBAHUS KaK YK€ CYIIECTBYIOIINX,
TaK ¥ MpeIIaraéMbIX CXeM JOKa3bIBalOT BBICOKYIO A((PEKTHBHOCTH TAaHHOTO METOMA.
B pesynbprate npuMeHEHUs MpEeAjaraéMblX METOIOM PEIICHHH CTajgo BO3MOXKHBIM
obecriedeHne 3HaUEHHs THCcTepe3nca Oonee yeM 25MB, Uro sBisiercs TpeboBaHnEM
TEXHUUECKOro 3ajaHus. Cxema CHpOEKTUPOBAHA IO TEXHOJIOIMUYECKOMY IIpoLeccy
SAED 14 nm FinFet, cooTBeTCTByeT COBPEMEHHBIM TPEOOBAHUSIM IPOESKTUPOBKH MH-
TerpaJIbHbIX CXEM, HE YBEJIIMYMBAET SHEPrONOTpeOIeHNE, YBEINUESHUE [UI0IIA 1 3aHU-
MaeMoii cxeMoil Ha MOJTyNIPOBOJHUKOBOM KPUCTANJIE HE3HAUUTENBHO.

KiroueBble ci1oBa: HU3Kash SHEPronoaApeOIsieMOCTh, MPUEMHHUK, THCTEPE3NC,
IyMOyCTOWYMBOCTh, MoHTe Kapio.



104 Becmnux PAY Ne 3, 2019, 104-111

BUOJIOI'UA

YK 502(479):06 IToctynuna: 10.04.2020r.
Cnana Ha penensuto: 11.04.2020r.
ITonmmcana x meuatu: 15.04.2020r.

MOP®O-9KOJIOTHYECKHUE OCOBEHHOCTH
JECHBIX MBIIIEHA (MURIDAE: APODEMUS)
PAYHbBI APMEHUN
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valentina.azaryan@rau.am
AHHOTAIUSA

B naHHOI! cTaThe OMUCaHBI 3KOJOMMYECKHE OCOOEHHOCTHU U MIPOBEECH
aHaIM3 MOPPOMETPHUYECKHX MOKa3aTeNe TpeX BHIOB JIECHBIX MBIIICH,
HaceJsIoImX Tepputoputo Pecnyonukn Apmenus. Mopdonorudeckas
OIICHKA MpeacTaBuTeNel necHbix Mblmei (Muridae: Apodemus) siBnser-
Csl METOJIOM TIEPBUYHON XapaKTEPUCTHKH W OIPENeNICHHUsS BHIOB, IIpe-
UMYIIECTBEHHO, B X0JI€ MOJIEBBIX paboT. FIMeeT MecTo BbIpaskeHHasl BU-
JI0Basi U reorpaguueckast I3MEHYUBOCTh BUIOB Apodemus dayHsl Apme-
HUH.

KuroueBsle ciioBa: mopdonorus, sxkonorusi, Apodemus, hayna, Ap-

MCHHUS.
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BBenenue. 3anagHonaneapKTHIECKUE JECHBIE MBI poaa Apodemus
Kaup, 1829 sensu lato nmpencraBnens! B payHe ApMEHHH TpeMs BHIAMH, a
uMeHHO: Apodemus ponticus (Sviridenko, 1936) — KaBkasckasi MbIIlib,
Apodemus uralensis (Pallas, 1811) — mamas necnas mpimb (Ypaibckas
MbIIb) U Apodemus witherbyi (Thomas, 1902) — crenHast mbitb. JlecHble
MBIIIM OBUIM OTMEUYEHBI M HMCCIIEIOBAHBI BO BCEX peruoHax PecryOnmku
Apmenust [1-4], 9To yka3bIBaeT Ha MX MPAKTUYECKU [TOBCEMECTHOE pac-
npoctpaHenre. OgHaKo MOPQOJIOrHyYecKas XapaKTEpPUCTHKA, H3ydeHHUE
9KOJIOTUH JIECHBIX MBIIIEH U MX PAaCHpPOCTPaHEHHUE JI0 CUX MOp HOCST He-
MIOJTHBIN XapakTep — B cuily Mopdonorndeckoit nuddepeHuanuy BUI0B,
OTCYTCTBUS IIOJHBIX U YETKHX OIPEIeIUTENIbHBIX TOKa3aTese, CII0)KHOCTH
BUJIOBOM MICHTHU(PHUKAIIMY 1 HATMYUEM IITHPOKOTO CIIEKTPa IKOJIOTHUECKUX
0COOEHHOCTEH.

B nanHoli craThe npruBOANUTCS MOP(OJIOTHUECKas OIICHKA TPEX BUI0B
JIECHBIX MBIIIEH poaa Apodemus ¢ OMMCAaHUEM UX SKOJIOTUYECKHX 0COOEH-
HOCTEH.

MarepuaJjsl 1 MeTOAbI. B X01¢ Hay4YHBIX 3KCIEAULUN I U3yYe-
HUSL MOP(]O-3KOIOTHYECKHX 0COOEHHOCTEH OBbLIIM BHIOPAHbI KaK TUIOMIAJAKH
JUITTEIbHOTO MOHUTOPHUHTA, TaK M TOYKH MEPUOJUUECKUX OTIIOBOB. JKu-
BOTHbIE ObLTM MOWMaHBI C MCIOJIb30BAHUEM >KHBOJIOBYIIEK METOOM JIO-
BYILKO-JIMHHUM, KOTOPBIH SIBISETCA CTAaHAAPTHBIM METOJIOM, HIMPOKO MpH-
MEHSIeMbIM B pa3HOOOpa3HbIX 6uoTonax [5, 6]. B Hamem ciyyae JTOBYIIKH
ObuIM paccTaBieHbl B KosmdecTBe OT 15—40 mryk mo ogHo# auHuu. Kax-
Jast JOBYIIIKA ObLIa 3aM0JIHEHA IPUMAHKOM U paccTaBlieHa B apease u3yva-
emoro 6uoromna. OHM ObUIM pacCTaBJIEHBI B BEUEPHEE BPEMS U PacCTaBIIs-
JHMCh Ha TUCTAHIIMKM 5 METPOB JPYT OT JApyra no JuHUU. MecTa Juis JIOBY-
ek ObLIM BBIOpAaHbI B COOTBETCTBUU C Hanbojiee BO3MOKHBIMU MECTaMH
OTJIOBA KUBOTHBIX. JIOBYIIIKM ITPOBEPSUTUCH HECKOJIBKO pa3 3a HOUb. OObIU-
HO JIaHHBII METO/]] OB CTI0JIb30BaH B TeUCHUE 2—3 AHEH 10 KaXIOMY HCC-
aexyeMoMy Ouotory. B kauecTBe mpUMaHKU MPUMEHSUIMCh KOPOUYKH XJie-
6a, CMOYEHHBIE B TIOZICOJIHEYHOM MACJI€ U CEMEHa 3JIaKOB.

B crarse mpuBeneHs! cieayonme 4eTbipe MophoIOrHueCKuX Mpu3-

HakKa I'pbI3yHOB: JUIMHA TCJIa, IJIMHA XBOCTA, AJINHA Sa,Z[Heﬁ CTYITHH, BBICOTA
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yxa. JlJs OIEHKH 3KOJIOTMYECKUX OCOOEHHOCTEH BMJIOB OBUIM OIKCAHBI
OMOoTONHUYECKUE MPEANOUYTEHUS, IPOAHAIM3UPOBAH PALIMOH MUTAaHUS, pac-
CMOTpPEHBI aCHIEKThl PA3MHOKEHHUS.

B xozne noneBsix paboT ObUIM MOMMAaHBI ¥ TTOJABEPTHYTHI MOp(doMeT-
PUYECKUM U3MEPEHHUSAM, B LIE€JIOM, 93 0coOHU JECHBIX MBbIIIEH, COOTBETCT-
BEHHO, 32 ocobu Apodemus uralensis, 15 ocobdeit Apodemus witherbyi n 46
ocobeit Apodemus ponticus.

PesyabTaTsl n 00cy:kaenne. Pe3ynbTaTsl NpoBeieHHBIX MOphOMET-
PHUYECKUX W3MEPEHUH ObUIM 3aJOKYMEHTHPOBAHBI U MpeacTaBieHb! B Tad-
muue 1 ¢ pacyeToMm i KaX0ro apamMeTpa CpeHel U OIMOKH CpeaHen 1

K03 uIIMeHTa Bapraluu, COOTBETCTBEHHO.
Tabmuua 1.

MopdomeTpuyecKue MoOKa3aTeJu TpexX BUAOB JIECHBIX MbILIEH
pona Apodemus paynbl ApmeHun.

Mopdosorieckit Apodemt.ts Ap.odemutv Apode.mus
uralensis witherbyi ponticus
MPU3HAK
N=32 N=15 N=46
88.84 +-0.81 94.8+-0.99 88.13+-0.51
Juimna tena (IAT) 83-100 87-101 83-95
5% 4% 4%
90+-0.98 101.2+-1.16 97.4+-0.79
I[M(I;[;Som 83-107 90-110 89-105
6% 5% 5%
. 20.8+-0.25 21.67+-0.43 22.33+-0.15
Jlmua sajet 19-23 20-23 20-25
crymau ([13C) 79 504 79
15,06+-0.23 15.2+-0.42 16.43+-0.13
Bricora yxa (BY) 14-16 14-17 15-20
9% 6% 10%

Ilpumeuanue. /[na xascoozo napamempa 6epxXuas CMpOKA CPeOHAs U ouubKa cpeo-

He20, CpedHsisi CMPOKA PA3MAX 3HAYEHUH, HUIICHS — KO duyuenm gapuayuu.
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WuTepnpeTupyst ¥ CONOCTABIISASA MOTYYCHHbBIC 3HAYCHUS TIEPBUYHBIX
MOpP(GOMETPUYECKHX TapaMeTpPOB BHUIOB JIECHBIX MBIIICH, HACEISIOIINX
TEPPUTOPUI0 ApPMEHHH, Cpa3y MOXHO 3aMETUTh YeTKOoe 000coOsIeHHe
npeacTaBuTeneit Apodemus ponticus KaBKa3CKOW MBIIIN KaK 00J1aJal0IInX
HanboJee JIMHHBIMHU CTYIHSIMH U MaKCHUMaJIbHOM BBICOTOH yXa, 4TO JTaeT
BO3MOXHOCTH 00Jiee TOUHOW IMAarHOCTUKH JAHHOTO BHJA.

B Bompoce MHBI XBOCTa, OIEHUBAs 3HAYCHHS TAHHOH XapaKTepHc-
THUKU TIO BHJIAM, CTaJO BO3MOXKHBIM YKa3bIBaTh, KaK JOCTATOYHO UYETKHI
OTIpPEICNIUTENIbHBIA PU3HAK, OTHOCUTENIBHYIO JUIMHY XBOCTA MPEACTaBUTE-
nei Buna Apodemus witherbyi, OTIMYAIOIIMN UX OT MPEJICTaBUTENCH JIpy-
T'UX BUAOB. Y Apodemus witherbyi OTHOCUTENIbHAS JUTMHA XBOCTA OKA3aJ1ach
Oospiie JuIMHBI Tena. JUImHa XBocTa ABYX IPYrUX BUIOB — Apodemus
uralensis u Apodemus ponticus con3mMmepuma ¢ JUTHHOHN Tena.

Uro Kacaercsi OKpacKd Mexa, TO OHa MMEET TEHJEHIMIO K CHIbHOMN
BapHallMy — B 3aBUCIMOCTH OT MECTHOCTH 3aCEeJICHUS JIECHBIX MbllIei. [Be-
TOBOH JMana3oH BapbUPYETCs OT SIPKUX TOHOB JIO CBETJIO-OYPBIX WMIIH 10
TEMHO-OyphIX OokpacoB. HaGmionaercs koppensiuus OKpacku — B 3aBUCH-
MOCTH OT THIIa JJaHAIA(THON 30HbI, TAKXKE OT TUIIOB HACAKICHUMN, 3CKIIO-
3ULIUU CKIIOHOB 1 KOPMOB.

Heo0xoauMo 0TMETUTB, 4TO HalTMuue U (hopMa ropI0BOTO MTHA Jec-
HBIX MBbIILIEH posia Apodemus MOXKET UMETb BECOMBIN Tu(pepeHIInaTbHbIHI
xapakTep. ['op;ioBoe MATHO BCTPEYaAIOCh B Pa3iIMYHONW KOH(HUrypaiuu, K
IIpUMEPY, JIIUIIC, MAa30K, HEIIPaBUIILHBIN KpyT, cienbl. Hanuuue ero, B Toi
WM UHOH Qopme, ObUIO OTMEYEHO Y JABYX BHIOB MbIIIeH: Apodemus
witherbyi u Apodemus ponticus, B otnuaue ot Buna Apodemus uralensis, y
KOTOPOTO MBI 3apErHCTPUPOBAIHN TOJIHOE OTCYTCTBUE TOPJIOBOTO ISATHA.
Oxpacka ropsoBoro (rpyaHoro) msTHa MOXET BapbHPOBATH OT OEJI0-OpaH-
KEBOT'O JI0 SIPKO JKEJITOr0 — B 3aBUCUMOCTH OT BPEMEHHU roJla U MECTa I10-
UMKH.

Onucanue 3KOJOTHYECKUX O0COOEHHOCTEH MpeacTaBUTeNeH JeCHBIX
MBIIIEH pona Apodemus HauHEM C OMMCAHUS OMOTONMUYECKUX MpEeArouTe-

HUM 3TUX TPBI3YHOB B YCJIOBUAX PA3JIMYHBIX KIIMMATUYCCKUX 30H, TIOYBCH-



108 Mopgpo-rxonozuueckue ocovennocmu necnuvix moiuieni (Muridae: Apodemus) ghaynvr Apmenuu

HBIX TTIOKPOBOB U PAaCTUTEIBHOCTH. J{J1s1 HaOJI0IeHUIA ¥ OTJIOBA JIECHBIX MBbI-
el ObUTH ONpeAeIICHBI CIIeIyIOIINe TUITBI OMOTOTIOB: CTEIIH, 3aPOCIH KyC-
TapHUKOB, CEIbCKO-XO035HCTBEHHBIE N0, JIyTa, JIECA U JIECOIOJIOCHI.

[IpencraBurenu Apodemus uralensis ObUIA TOMMaHBI HAMU TTPAKTHU-
YECKU BO BCEX TUIAX OMOTOIOB, YTO yKa3bIBaCT 00 3BPHUOMOHTHOCTH JaH-
HOro BUja B (hayHe ApMeHHH. DTOT BUJ 00Ja/1a€T BHICOKOM IKOJIOTHYEC-
KOM IUIaCTUYHOCTBIO, HACEJIAET IPEUMYIIECTBEHHO JIECHbIE OMOTOIIBI U 3a-
pOCIM KyCTapHHMKOB. SIBJII€TCS XapakTEpHbIM OOMUTaTENEM HIMPOKOJIUCT-
BEHHBIX U CMEIIAHHBIX JIECOB U M30eraeT 3aTEHEHHBIX OMOTOIOB, MIPEIIO-
YHUTast BRIPYOKH, KyCTApHUKOBBIC 3aPOCIH.

Jlecuble Mbim Buaa Apodemus witherbyi HaCENSIOT MPEUMYIIECT-
BEHHO CTEIH, JIECa U JIECOIOJIOCHL. B OTIIMUME OT BBIIEYKA3aHHOW MaJIOW
JIECCHOU MBIIIH, 3TOT BUJ] TPHI3yHOB BEIOMPAET OTHOCUTENHHO KPYITHEIE 3pe-
JIbIE JIECOTIOI0CH! (K puMepy, Map3bl (o6nactu) Jlopu u TaBymr). SABnsercs
HBPUTOITHBIM TAKCOHOM B CHITy paiioHa pactpocTpaHeHus. B xomne Habmoe-
HUI ObLJIa BBISIBIICHA XapaKTEpHAsi Ce30HHAsI MUTPAIIUS JaHHBIX TPHI3YHOB, B
CBSI3U C HCTOIIEHHEM KOPMOBOI 0a3bl B OTPE/ICTICHHBIE BpEMEHA T0/1a.

Apodemus ponticus — KaBKa3CcKasi JIeCHas! MbIIIIb, SIBIISIETCS XapaKTep-
HBIM OOHMTATENeM CMEIIAHHBIX JIECOB, MPEANOYNTAECT KYyCTAPHUKOBBIC 3a-
pOCIIN, HHOT/A CEJTUTCS U B rOpaxX. MOXKET MOCENATHCA B )KUIIBIX U XO35UCT-
BEHHBIX MMOCTPOIKaX, 4TO, KOHEUHO, OBIBACT XapPaKTEPHO B 3UMHEE BPEMs.
CuuTtaercs, 4TO MPEACTABUTEIN JAHHOTO BU/IA JIECHBIX MBIIICH crierupuy-
HO MPHUCIIOCOOICHBI K OOUTaHMIO B IPEBECHO-KYCTApPHUKOBBIX OHMOTOMNAX U
3aTEHEHHBIX JIECHBIX MAaCCUBAX, TEM CaMbIM, IPEJCTABIISASACH BbIPAKEHHBIM
CTEHOOHMOHTOM.

KopmoBoii 6a30# 17151 IECHBIX MBILIEH CITy»KaT, MPEUMYIIECTBEHHO,
cemeHa. Takke B OCHOBE UX pallOHa MOTYT OBITh BET€TaTUBHEIC U TeHEpa-
TUBHBIC YaCTH PaCTCHMIA, TPUOBI, )KUBOTHAs nuia. Eciu roBopuTs 0 npe-
MOYTEHUSIX B COCTaBE pallMOHA MUTAHMS MPEJCTABUTENEH PA3IUYHbIX BU-
JIOB JIECHBIX MBIIIEH, B OOJIBIICH WM MEHBIICH CTETIEHH, 3aMETHO MPeoo-
JafiaHue 3€PHOBBIX, U TaK MOXHO COCTABUTH CIEAYIOUIYI0 OYE€PEIHOCTh:
Apodemus ponticus — nHanOosnee 3epHOATHBIN BUI, 3aTeM UAET Apodemus
uralensis, nocne Apodemus witherbyi. IlpeanoyTeHust OTAAIOTCS CHavaa
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KPYIIHBIM CEMEHaM TaKHX JIEPEBbEB, KaK Ay0, aOpUKOC, SIOJIOHU ¥ TPYIIU U
ap. B xadecTBe KMBOTHOH MUIIM CIIETYET OTMETHUTH KJIOMOB, MPSIMOKPHI-
JBIX, IAMYMHKH KYKOB U 0a004YeK.

B kauecTBe pacTUTENBHON MUIIA MOTYT OBITh BET€TATHBHBIE U I'CHE-
paTUBHBIC YacTW pacTeHHU. PacTuTenpHas muiia B palMoHE JIECHBIX MbI-
el obecreynBaeT JaHHBIX TPBI3YHOB YTJIEBOJAaMH, MUHEPAIbHBIMH Be-
HIECTBAMH H Jp.

Parnmon nmutaHus JECHBIX MBIIICH BBIACISETCS CBOCH CE30HHOCTHIO,
3HAYUTEIbHO M3MEHSIOMIMNCS B YCIOBUSX CMEH BpeMeH roja. B memnowm,
KKl BUJT UMEET XapaKTEPHYIO CE30HHYIO IUHAMUKY palloHa, 4To ObI-
BaeT CBS3aHO C UX OMOTONMYECKMMHU TpeanoutreHussMH. Tak, Apodemus
ponticus 3apeKOMeH/10BaJl ce0s1 B KaueCTBE MPEUMYIIIECTBEHHO CEMEHOEe 1,
B TIPOTUBOTOJIOKHOCTh Apodemus witherbyi, KOTOpasi MEPEXOAUT HA MOT-
pebieHne pacTUTEIIbHON MUIIM BECHON U HA MOBBIILICHUE PUCYTCTBUS JKHU-
BOTHOT'O KOPMa OCEHBIO.

Pa3MHOKeHNE TECHBIX MBIIIEH MMEET TAKHE OCOOEHHOCTH, KaK ce-
30HHOCTb, BEJTMUMHA BBIBOJIKA M KOJMUYECTBO reHepanuii B roq. B Teuenue
HaIMX HAOI0/IeHUH Obla BBISBIICHA TEH/ACHIIMS K HaYaly Meproja pa3m-
HOXeHUsI Apodemus uralensis B MapTe, MPOIODKAIOMIAACA 0 OKTIOPS.
Pasmuoxxenune Apodemus witherbyi HaunHanoch B (eBpajie U MpoaosIKa-
JOCh BIUIOTH 1O JAekaOps mecsua. HampoTuB, mpeactaBUTeNH BUa
Apodemus ponticus OTIHYAIOTCA OTHOCUTEIBHO KOPOTKOW MPOI0JIKUTEIb-
HOCTBIO NEPHOa Pa3MHOXKEHUS, IPUMEPHO, C KOHIIA MapTa — Hayasa arpe-
JIs ¥ 10 Havana okTs0ps. bepeMeHHOCTh poTeKaeT B cpeiHeM oT 22 10 25
nHell. Pasmep BpIBOJKa, Kak IPaBUIIO, OT 4 10 8 eTeHBIIEH, B 3aBUCUMOC-
TH OT KOHKPETHOI'O BM/1a JIECHBIX MbllIel. HanMmenbInii moka3areisb KOJIH-
YyecTBa JICTCHBINICH ObUI 3aperucTpUpoOBaH y NpeacTaButeneit Apodemus
ponticus. JIeTeHbIIN epBOro NOMeTa MOTYT IPUCTYIHUTh K Pa3MHOKEHUIO
B TOM ke roay. [TooBo3penoctu npeacTaBUTeNu BCeX BUAOB JIECHBIX MbI-
el JOCTUraroT B Bo3pacte 45—55 nHei.

3axmouenue. Vicxoast U3 MOJYYEHHBIX JAHHBIX, CTAI0 BO3MOYKHBIM
c/enath cieayromuye BpiBoibl. CaMbIM MEJIKUM BHUJIOM JIECHBIX MBbIIIEH (a-

yHbI ApMeHuH aBisieTcst Apodemus uralensis — Manas necHas (ypajbcKas)



110 Mopgo-rxonozuueckue ocovennocmu necnuvix moiuieni (Muridae: Apodemus) ghaynor Apmenuu

MBIIIb. Buj Xapaktepu3yercss OTIUMIUTEIFHO HU3KUMH YIIIaMH i KOPOTKH-
Mmu ctynHamu. Cnenyromas, Apodemus ponticus — KaBKa3CcKas MBbIIlb, I10
pasMepaM HE3HAYUTEJIBHO MPEBOCXOJUT IMPEICTABUTENICH MAJIOW JIECHOU
MBIIIY, OTJINYAsICh JUIMHOM XBOCTA, OJHAKO BBIICISSCH MaKCHMAIbHBIM
3HAUYCHHUEM JUIMHBI 3a]HeN CTYIIHU. Apodemus witherbyi — cTemnHasi MbIIIb
0 JUTMHE TeJla KPYIHEee ABYX MPEIbIIyIIUX BUIOB JICCHBIX MBIIICH, BBIIC-
JSIICh MAKCUMAITBHBIM 3HAUYEHUEM JUTHHBI XBOCTA, B CPEIHEM, CPEIH BCEX
TPEX BUIIOB.

buoTon co cremHoi pacTUTENBHOCTBIO 3acelieH BUIOM Apodemus
witherbyi, necusie 6notonsl anst Apodemus ponticus, ¥, COOTBETCTBEHHO,
JIECOIOJIOCHI, JIeCa U 3apOCId KYCTapHHKOB XapaKTEpHBI JUIsi OOWUTaHUS
Apodemus uralensis. JIns npeacraBuTeneii Bcex BUAOB JIGCHBIX MBIIICH Xa-
paKTEepHO 3aroTaBIMBaHUE 3amacoB B HOpax. Ce30H pa3sMHOXKEHHS ITHUX

I'PBI3YHOB HaUMHAeTcs ¢ (peBpasisi 1 MOKET MPOJUIUTCS BIJIOTH JI0 JeKaOpsi.
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MORPHO-ECOLOGICAL FEATURES OF WOOD MICE
(MURIDAE: APODEMUS) OF THE FAUNA OF ARMENIA

V. Azaryan
ABSTRACT

The morphologicale valuation of woodmice (Muridae: Apodemus) is a method
of primary characterization and determination of species, mainly during field work.
There is a strong species and geographical variability of Apodemus species of the fauna
of Armenia. This article describes the ecological features and analyzes the
morphometric markers of the three species of wood mice inhabiting the territory of the
Republic of Armenia.

Keywords: morphology, ecology, Apodemus, fauna, Armenia.
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